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Abstract—This study examined the reasoning performance of 

ChatGPT, specifically ChatGPT-4o, using a two-tier test in the 

context of static fluid. ChatGPT-4o’s performance was 

compared to that of students from various educational levels. 

The study involved 61 new chats with ChatGPT-4o, 105 junior 

high school students (from two grade levels), 132 high school 

students (from two grade levels), and 201 university students 

majoring in physics education (across four academic years). 

Data collection utilized a two-tier test consisting of 25 items 

administered to the ChatGPT-4o sample through a prompting 

process with the Artificial Intelligence (AI) system, as well as an 

online two-tier test for the student respondents. Data analysis 

employed a quantitative approach to evaluate reasoning 

performance scores across all respondents and a qualitative 

approach, incorporating phenomenographic analysis, to study 

ChatGPT-4o’s reasoning behaviour. The analysis revealed that 

ChatGPT-4o’s performance in answering questions (Tier-1) was 

lower than that of the students. However, it outperformed the 

students in providing justification or reasoning (Tier-2). On 

paired items, ChatGPT-4o also demonstrated superior 

performance compared to the students. Overall, the reasoning 

performance of both ChatGPT-4o and the students was 

categorized as low. The outcome space derived from the 

phenomenographic analysis identified the following categories 

for ChatGPT-4o’s reasoning behaviour: reasoning based on 

formula; consistency in reasoning pathways; ability to reconcile 

with alternative ideas; context-dependent reasoning abilities 

and difficulties; and tendencies to provide biased or 

contradictory reasoning or explanations. Therefore, it is 

concluded that ChatGPT-4o still requires further refinement 

and database enhancement, particularly for cases related to 

static fluid available on the internet. 
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I. INTRODUCTION 

ChatGPT is a Large Language Model (LLM) based on 

Artificial Intelligence (AI) developed by OpenAI. This AI 

system is trained using the Generative Pretrained 

Transformer (GPT) architecture, which is designed to 

understand and generate text based on the provided context 

[1]. According to Hajkowicz et al. [2], 98% of scientific 

disciplines have integrated AI in various forms. Researchers 

across numerous fields have utilized AI or, at the very least, 

experimented with its applications [3]. AI is primarily 

employed for purposes such as technology forecasting, 

driving social change, and assisting researchers in improving 

the efficiency of the research process [4]. 

ChatGPT is capable of responding to user requests to 

perform various tasks, including answering questions, 

composing essays, and generating computer code. Moreover, 

it demonstrates the ability to solve complex problems, 

particularly in domains such as mathematics, physics, and 

other specialized areas, including medicine [5]. 

With its advanced capabilities, this LLM has attracted both 

significant attention and controversy due to its ability to 

generate responses that closely resemble human-like 

interactions. The distinction between phrases and narratives 

produced by this model and those created by humans is often 

challenging to discern. The controversy stems from the fact 

that while the arguments and facts it presents may appear 

convincing, they are frequently found to be inaccurate or 

misleading [6]. 

As LLMs continue to evolve, so does the research 

surrounding their capabilities and limitations. Studies on 

LLMs have shown that although the process by which they 

generate text differs from human cognition, their output often 

resembles what we would expect from humans engaged in 

reasoning. This is particularly true when we ask LLMs to 

provide step-by-step justifications for their responses. 

Instructions for LLMs to provide a “chain of reasoning,” 

often referred to as Chain-of-Thought (CoT) prompting, are 

frequently discussed in the literature [7]. The term “reasoning” 

is commonly used in research on LLMs to refer to outputs 

that present coherent arguments resembling a logical thought 

process. LLMs have been extensively tested for their 

performance in solving several challenging tasks, including 

arithmetic, general reasoning, and symbolic reasoning [8]. 

There are a number of studies that examine ChatGPT or AI 

in general, such as investigation on the performance of 

ChatGPT in answering questions from medical licensing 

exams, and it was found the evidence of understandable 

reasoning abilities of ChatGPT as well as valid clinical 

insights [9]. Cruza et al. [10] examined ChatGPT’s basic 

abilities, clinical reasoning, and learning capabilities through 

a performance test that covered topics including anesthesia. 

Gams and Kramar [11] explored the capabilities of ChatGPT-

4, particularly its awareness and performance in a Turing test. 

Through an evaluation based on five axioms and theorems 

from integrated information theory, the study found that 

ChatGPT-4 surpassed previous AI systems (ChatGPT-3.5) in 

several aspects; however, ChatGPT-4 remains far from 

achieving the level of consciousness, especially when 

compared to conscious biological organisms. 

Currently, GPT-4 is considered the most advanced LLM, 

surpassing its predecessor, GPT-3.5 [7]. For instance, it 

demonstrated superiority in mathematical capability tests [12] 

and in handling novel, complex tasks with a performance 
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level that nearly approximates human abilities [13]. However, 

its performance in mathematics is still far from expert level, 

and GPT-4 can fail in certain basic mathematical reasoning 

tasks [12] as well as in general reasoning, particularly when 

not enhanced with external plugins [13]. 

Most of the research in education on the performance of 

AI-based tools has focused on evaluating ChatGPT’s use for 

assessment and simulating its function in learning. This 

includes areas such as performance on the Force Concept 

Inventory (FCI), homework assignments, clicker questions, 

programming exercises, and exam problems [6]. 

Kieser et al. [14] utilized ChatGPT to investigate the extent 

to which the AI could accurately complete the FCI and 

examined its ability to be directed to solve the FCI as if it 

were a student from different groups. Liang et al. [8] explored 

the potential pedagogical benefits of using ChatGPT in 

physics and demonstrated how to prompt ChatGPT in solving 

physics problems. The results showed that ChatGPT was 

capable in solving some physics calculation problems, 

explaining solutions, and generating new exercises at a 

human-equivalent level. 

In another study, it was explored the potential use of 

ChatGPT as a substitute teacher in classroom teaching 

contexts [15]. While ChatGPT has significant potential to 

enhance learning and support educators, its use must be 

approached with caution to address its limitations and 

biases [16].  

The studies mentioned have provided insights into the 

capabilities, benefits, and limitations of ChatGPT across 

various fields, including education. However, these studies 

generally employed multiple-choice test, essay, or multiple-

choice question that asked reasons. To date, no research has 

specifically examined ChatGPT’s reasoning performance 

using two-tier multiple-choice tests, particularly in the 

context of static fluid. 

Research related to the context of static fluid has been 

conducted by numerous researchers [17–30]. Based on 

several of these studies, Kaharu and Mansyur [31] developed 

an essay-based test that required short answers. The test has 

been used to explored representational patterns [32] and 

mental models [33]. Subsequently, the test has been 

developed to an online two-tier static fluid test (Two-Tier test 

for Static Fluid, 2TtSF) [34]. The test includes Tier-1, which 

presents cases or phenomena related to static fluid, such as 

floating, suspending, sinking, object representation in liquid, 

the influence of shape and material, as well as the effect of 

treatment on the property of object in liquid. Respondents are 

required to select one option they consider correct. Tier-2 

provides options representing reasoning, justification, or 

statements supporting their choice in Tier-1. Thus, the 

reasoning ability emphasized in this research focuses on the 

capacity to provide explanations and construct arguments or 

justifications related to the options chosen in both Tier-1 and 

Tier-2. 

This research is a continuation of previous studies, 

focusing on testing ChatGPT’s performance using the 

generated test. The study specifically examined the reasoning 

performance of ChatGPT-4o when responding to a two-tier 

test in the context of static fluid. The characteristics of the 

2TtSF are valuable for exploring reasoning aspects more 

broadly, as the second tier requires respondents to provide 

reasoning or arguments that align with their selected answers. 

The performance of ChatGPT-4o was compared to that of 

junior high school students, high school students, and 

university students to assess whether its reasoning ability was 

lower, equivalent, or superior to these groups. 

The primary contribution of this research lies in providing 

empirical data on the strengths, potentials, and limitations of 

ChatGPT. The utilization of a two-tier test during the 

instruction input (prompting) process, combined with 

Socratic dialogue throughout the study, serves as a 

mechanism for training and enriching ChatGPT’s database. 

This approach has the potential to enhance its capabilities, 

particularly in the field of education. 

II. METHOD 

A. Participants 

This research compared the responses of ChatGPT-4o to 

2TtSF with those of students. The students were junior high 

school (Grades 8 and 9) and senior high school (Grades 11 

and 12) in Palu City, Indonesia. The university students were 

enrolled in the physics education program at a state university 

in Palu and were in their first to fourth years of study. 

  

Table 1. Description of subjects and research participants 

Subjects Participant Number of participants Code Remark 

ChatGPT ChatGPT-4o 61 GPT4o 
One test item was completed by ChatGPT-4o 

61 times separately for 25 items (two-tier). 

Total: 61 × 25 = 1,525 prompt pairs 

Junior high school student Grade 8 56 S8 2 state schools 

Junior high school student Grade 9 49 S9 2 state schools 

Senior high school student Grade 11 71 S11 2 state schools 

Senior high school student Grade 12 61 S12 2 state schools 

University student 

First year student 48 UNI-1 Physics education 

Second year student 64 UNI-2                 Physics education 

Third year student 46 UNI-3 Physics education 

Fourth year student 43 UNI-4                   Physics education 

Number of participants 499   

 

It was assumed that junior and senior high school students 

have been exposed to the concepts of static fluid, as this topic 

has been introduced in science classes in elementary schools 

and was included in the science curriculum in junior high 

school and the physics curriculum in senior high school. 

Although the term “static fluid” was not specifically 

mentioned in the curriculum at the elementary and junior high 

school level, related concepts such as buoyancy, sinking, 

density, and others have been taught at these levels. 

University students have also completed coursework on static 

fluid concepts, as this topic is part of the basic physics 

curriculum in the first year. However, we cannot ascertain the 
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quality of instruction related to this topic in junior high 

schools, senior high schools, or higher education institution, 

nor can we determine the level of participant engagement in 

their learning. A detailed description of the research 

participants is presented in Table 1. 

B. Research Instrument 

The instrument for the research were the ChatGPT-4o 

chatbot, a package of 2TtSF in an online version, along with 

a set of offline prompt guidelines for ChatGPT-4o based on 

2TtSF. Each pair of two-tier multiple-choice test items 

contains a question with five possible answer options (Tier-

1), followed by another question providing five possible 

reasons or statements to the previous question (Tier-2). The 

online version of the 2TtSF utilized the Jotform.com 

application (licensed) and was developed in previous 

research [34], consisted of 23 item pairs that were later 

expanded to 25 item pairs.  

The development process from the beginning [31] 

involved students from Grade 5 and Grade 6 elementary 

school, junior high school students, senior high school 

students, and university students in the physics education 

program from the first to fourth years. Their ideas, concepts, 

preconceptions, and misconceptions were used to construct 

the options for Tier-1 and Tier-2 of 2TtSF. The concepts 

covered by the test include: buoyancy, sinking, suspending, 

density, object representation in liquid, property of object in 

liquid when treated, and other relevant concepts. A 

description of the concepts explored from each item and 

groups of items is presented in Table 2. 
 

Table 2. Group of items based on explored aspects 

Group Description 
Item 

Number 

A 
Representation of Objects in Liquids 

(floating, suspending, sinking) 
1, 2, 3, 4 

B 

Representation of objects suspended at 

different positions in liquids is related to 
density, including scenario where the 

liquid is added. 

5, 10, 11, 
12, 13, 23 

C 

Properties of objects in liquid when treated 

(e.g., creating hole, hollow, filling hollow 
with air, or filling hollow with water). 

6, 7, 8, 9, 

14, 15, 16, 
17, 18 

D 

Property of homogeneous object when 

treated (e.g., cut into equal or unequal 
sizes 

19, 20, 21, 

22 

E 

Properties of object in liquid related to 

material, shape regularity, weight, and 

other factors 

24, 25 

C. Data Collection 

Data collection in this study was conducted using a 

prompt-based approach for ChatGPT-4o through the 

ChatGPT-4o dialog platform and online test for the students. 

The input process began with entering tailored prompts into 

the dialog menu of the platform, where all 2TtSF items were 

converted into prompts format. Following the scheme applied 

by previous research [7] inputs were made through the “New 

chat” menu for each test item to ensure that the chatbot did 

not use previous answer when generating new response. 

In each session, the Tier-1 and Tier-2 pairs were entered in 

a single dialog sequence, with the prompt for Tier-2 provided 

after ChatGPT-4o answered Tier-1, allowing for an analysis 

of the reason behind the choice made at each tier. The general 

instruction for the Tier-1 prompt was: “Choose the correct 

answer without explanation,” while the Tier-2 prompt 

requested further clarification on the reason ChatGPT-4o 

selected a particular answer in both Tier-1 and Tier-2. 

Specifically, the Tier-2 prompt was structured in a general 

format asking for a response from ChatGPT-4o: “Choose one 

correct answer and provide a reason or explanation.” 

The answers generated by ChatGPT-4o were then 

collected through a copy-paste mechanism into an Excel file, 

facilitating further analysis related to the answer choices and 

the descriptions provided by the model. In addition to the 

answer choices and reasons, the researcher also engaged in 

Socratic dialogue with ChatGPT-4o for several options and 

unique reasoning provided by the model. 

For the junior, senior high school and university students, 

testing was conducted online; however, they were physically 

present in the classroom to ensure better control over the 

testing process. The design of the online 2TtSF for the 

students was such that Tier-2 appeared on the screen of 

smartphone or laptop only after respondents had selected an 

answer for Tier-1. This was implemented to prevent 

respondents from cross-referencing their choices between 

Tier-1 and Tier-2. In this case, all items were mandatory for 

respondents to answer. After the testing was completed, 

participants’ answers were automatically sent to the email 

account linked to the Jotform.com application used for the 

development of the online 2TtSF. 

D. Data Analysis 

Data analysis in the research included both quantitative 

performance scores and qualitative data. The analysis of 

performance encompassed scores consisted of: individual 

scores for Tier-1 and Tier-2, paired scores, and consistency 

of reasoning scores. In addition to analyze the  

performance scores of ChatGPT-4o and students, the 

collected data were further analyzed using a 

phenomenographic approach [35–37]. 

The scoring criteria for individual items in Tier-1 and Tier-

2 were as follow: a score of 1 is assigned for a correct answer 

and 0 for an incorrect answer [38, 39]. The scoring criteria for 

paired items were: respondents receive a score of 1 for each 

paired item if both tiers are answered correctly; respondents 

receive a score of 0 for each item if there is an incorrect 

answer in either or both tiers [40]. All total scores w 

converted to a scale of 0–100%. 

The level of reasoning consistency is determined using the 

following criteria: (a). Level I: An average of 85% of the 

maximum or higher indicates that reasoning is consistent. (b). 

Level II: An average of 60%–85% of the maximum indicates 

that reasoning is moderately consistent. (c). Level III: An 

average below 60% indicates that reasoning is inconsistent. 

These criteria are also used by references [41, 42] where 

60% is regarded as the “entry threshold” to Newtonian 

physics and 85% as the “mastery threshold”. The scoring 

rubric corresponding to the consistency levels is presented in 

Table 3. 

For the qualitative analysis of the reasoning behaviour of 

ChatGPT-4o, a phenomenographic approach was employed, 

following these stages: (a) developing familiarity with the 

data; (b) identifying emerging themes; (c) integrating themes 

and organizing descriptive categories; and (d) constructing an 

outcome space. The categorization of ChatGPT-4o’s 

reasoning is based on the characteristics of the formed 

patterns. Another aspect analyzed using this approach 
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includes errors, biases, ambiguities, and the consistency of 

responses. Consistency encompasses the pattern of responses 

for 61 individual prompt inputs related to a single paired item 

and the response patterns across items within the test package. 
 

Table 3. Rubric for assessing performance and reasoning consistency of 
respondents: individual items in each group 

Item Group 
Maximum 

Score 

Level I 

(Consistent) 

Level II 

(Moderate 

Consistent) 

Level III 

(Inconsistent) 

A  

(4 × 2 items) 
8.0 6.8–8.0 

Between 4.8 

and 6.8 
≤ 4.8 

B  

(6 × 2 items) 
12.0 10.2–12.0 

Between 7.2 

and 10.2 
≤ 7.2 

C  

(9 × 2 items) 
18.0 15.3–18.0 

Between 10.8 

and 15.3 
≤ 10.8 

D  
(4 × 2 items) 

8.0 6.8–8.0 
Between 4.8 

and 6.8 
≤ 4.8 

E  

(2 × 2 items) 
4.0 2.4–4.0 

Between 2.4 

and 3.4 
≤ 2.4 

III. RESULT 

A. Description of CgatGPT-4o’s Reasoning Performance 

The description of ChatGPT-4o’s reasoning performance 

was based on the scores obtained for Tier-1 and Tier-2 as 

individual scores, as well as paired scores, presented in Fig. 

1. 
 

 
Fig. 1. Reasoning performance of ChatGPT-4o and students. 

 

Fig. 1 shows that the individual scores for Tier-1 or Tier-2 

tend to be higher compared to when both tiers are assessed as 

paired scores. The discrepancy between the selected answers 

in Tier-1 and the justifications provided in Tier-2 is the reason 

for the lower scores when Tier-1 and Tier-2 are evaluated as 

individual item. This can be interpreted as an indication of 

respondents’ difficulty in maintaining consistency in 

reasoning between their chosen answer and the underlying 

justification. 

For students, scores in Tier-1 were generally higher than in 

Tier-2. While they may be able to select the correct answer in 

Tier-1, their justification in Tier-2 tended to be lower, 

indicating a still-fragile conceptual understanding. 

Conversely, ChatGPT-4o exhibited a different phenomenon 

where, despite potentially incorrect answer in Tier-1, it  

can provide valid justification in Tier-2. This reflects 

ChatGPT-4o’s ability to present stronger theoretical 

argument, even if its initial choice is not accurate. 

This difference is related to the characteristics of the test 

used. Tier-1 focused more on real-world phenomenon cases 

that are not always available in the digital database online, 

while Tier-2 predominantly addressed theoretical aspects. As 

a language model, ChatGPT-4o tends to favour theoretical 

justification in Tier-2, even when the answer in Tier-1 is 

incorrect. This underscores ChatGPT-4o’s capacity to 

construct theoretical arguments from available data, despite 

its limited understanding of real-world phenomena. 

The increase in average scores among students as their 

educational level progresses indicates that their reasoning 

abilities develop alongside their education. However, despite 

this development, the overall scores of students remain low 

(below 40%). The figure suggests that respondents struggle 

to provide justifications, even when they have an 

understanding of the phenomena presented in Tier-1. 

The data above emphasize the differences in reasoning 

between humans and AI. Students faced challenges in 

developing consistent conceptual reasoning that aligns real-

world phenomena with theoretical concepts. On the other 

hand, while ChatGPT-4o excelled in providing theoretical 

justification, the justification still require verification by 

human. 

B. Level of Reasoning Consistency Based on Item Groups 

Proportion of respondents at a certain level of reasoning 

consistency based on the rubric Table 2), can be seen in Fig. 2. 

 

 
Fig. 2. Proportion of respondents at reasoning level I, level II, and level III based on item groups. 
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Fig. 2 can be interpreted that, in general, both students and 

ChatGPT-4o, were at Reasoning Level III (low consistency). 

This aligns with the previous graph (Fig. 1), where the 

average performance scores of all respondents are below 40%, 

both in individual Tier-1 and Tier-2 scores as well as paired 

scores. Compared to other item groups, the largest proportion 

of respondents at Reasoning Level II occurs in Group A 

(related to the representation of objects in fluid, floating, 

suspending, and sinking), followed by Groups D and E in that 

order. Meanwhile, Level I for Group A is followed by E and 

D. Groups B and C are the item groups where respondents’ 

reasoning consistency is mostly at Level III. This contributes 

to the overall low consistency in reasoning levels. Fig. 2 also 

indicates that the level of reasoning consistency is highly 

dependent on the context of the phenomena presented in the 

test items. 

To qualitatively reflect on the comparison of average 

individual scores for the reasoning performance of ChatGPT-

4o, one participant group with the same average score in Tier-

1 was chosen, namely S11. The comparison of these 

individual scores is presented in Fig. 3. 

 

 
Fig. 3. Comparison of average individual scores for Tier-1 and Tier-2 for ChatGPT-4o and S11. 

 

Fig. 3 shows that although the average scores are the same 

in Tier-1, the individual scores in that tier generally differ. 

Only a few items, such as 8a, 10a, 13a, and 23a have 

relatively similar average scores for both respondent groups. 

As previously mentioned, the average individual scores in 

Tier-2 are generally higher compared to Tier-1 scores for 

ChatGPT-4o. Only for items 12b, 14b, 20b, 22b, and 23b, 

ChatGPT-4o achieved a lower average score than S11. Fig. 3 

demonstrates that ChatGPT-4o excels in providing 

justifications (Tier-2), with average scores of 85 or higher on 

items 1b, 2b, 6b, 9b, 16b, and 25b, which are significantly 

higher than the average scores for Tier-1. This reinforces the 

interpretation that ChatGPT-4o is better at providing 

theoretical argument for its initial choice, even when those 

choice was incorrect. 

C. Some Prominent Themes 

A phenomenographic analysis of the choices in Tier-1, 

Tier-2, and the explanations given for each choice, as well as 

the involvement of ChatGPT-4o in a Socratic dialogue, 

resulted in an outcome space as presented in Tabel 4. The 

outcome space contained prominent themes (referred to as 

categories of description) that summarize ChatGPT-4o’s 

reasoning behaviour. The outcome space does not organize 

these categories of description hierarchically, but the 

categories are interconnected. These categories of description 

were extracted from the overall phenomena related to 

ChatGPT-4o’s reasoning. 

The results of the Socratic dialogue are also presented in 

several aspects, illustrating how ChatGPT-4o constructed 

arguments, defended its ideas, and compromised with the 

ideas presented by the researcher. The dialogue with 

ChatGPT-4o was conducted to explore the extent to which 

the reasonings previously used by students in prior researches 

also employed by ChatGPT-4o and how ChatGPT-4o defends 

its arguments (see Table 4). 
 

Table 4. Outcome space of prominent themes in ChatGPT-4o’s reasoning 

No. Category Description 

1 
ChatGPT-4o engaged in formula-based 

reasoning 

The formula ρ = m/V was used to justify answer choice, for instance, in 

explaining the impact of adding hollow to an object, the addition of air or water, 

and how these affect the property of the object. 

2 
ChatGPT-4o maintained consistency in 

its reasoning path. 

ChatGPT-4o tended to persist in providing arguments or explanations for its 

choice on a particular item, even when the choice is incorrect and the argument 

contains biases and contradictions. 

ChatGPT-4o can also agree with certain ideas offered, even when those ideas 

intentionally contain errors introduced by the user. 
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3 
ChatGPT-4o can compromise with other 

ideas. 

If a Socratic dialogue is conducted by pointing out errors in its reasoning, 

ChatGPT-4o tended to concede and correct the choices and arguments it initially 
constructed. 

4 

The capability and difficulty of 

ChatGPT-4o heavily depend on the 

context. 

ChatGPT-4o struggles with the representation of suspending object when 
presented with options related to density or combinations of several images. 

5 
ChatGPT-4o can provide biased 

explanations. 

It uses terms that are interchangeable, such as when discussing suspending and 

floating objects. 

 

1) ChatGPT-4o engaged in formula-based reasoning 

The researcher conducted an analysis of ChatGPT-4o’s 

answer choices in Tier-1 and Tier-2, the reasons/explanations 

provided, and the dialogue script with ChatGPT-4o. In 

addition to being more reliable in justifying its choices, both 

for correct and incorrect answers, this study also identified 

prominent aspects of ChatGPT-4o’s reasoning behaviour. For 

example, Fig. 4 presents the prompt given, the answer choice, 

and a brief explanation provided for item number 6. 
 

 
Fig. 4. The form of the prompt and answer choice from ChatGPT-4o in Tier-1 (incorrect) and the prompt and answer choice (correct) in Tier-2, along with 

explanation for the choice (left: original screenshot, right: translation). 

 

 
Fig. 5. Excerpt of the dialogue with ChatGPT-4o regarding the use of the formula. 

 

Fig. 4 shows the incorrect option choices in Tier-1; 

however, ChatGPT-4o provided justification through the 

correct option choice in Tier-2. Although the justification for 

the correct answer was provided, the explanation contained 

contradictions and biases. It is true that when hollow is 

created in a suspending object, its density decreases. 

However, the statement that the volume of the object 

increases while its mass remains constant requires further 

discussion. It can be inferred that ChatGPT-4o applied the 

argument from the density formula (𝜌 =
𝑚

𝑉
) by treating mass 

as a constant quantity. To confirm this inference, a Socratic 

dialogue was conducted, as presented in Fig. 5. 

2) ChatGPT-4o maintained consistency in its reasoning 

path  

An example of this theme or category relates to the case 

where the hollow in a submerged object is filled with air. 

According to ChatGPT-4o, if the hollow is filled with air, the 

object’s tendency to sink decreases. The justification used 

was that the overall density of the object decreases because 

the mass of the air is very small compared to the volume it 

fills (Fig. 6). In this case, ChatGPT-4o associated the 

reduction in the object’s density with the fact that air has a 

lower density than water. Although the answer and 

justification were incorrect, ChatGPT-4o constructed an 

argument that tends to be consistent with its reasoning path, 

stating that if the density decreases, the tendency to sink also 

decreases. This consistency can be seen when further 

dialogue was conducted, as shown in Fig. 6. 

Although the confirmation prompt (a follow-up to the 

prompt in Fig. 5) contained a conceptual error intentionally 

introduced by the researcher, ChatGPT-4o tended to affirm or 

confirm that the statement was correct. It further justified the 

statement by referencing Archimedes’ principle. 

 

Translation: 

Choose the correct answer without explanation. 6.a. Object X is suspending in water. If a hollow is made in the 

object, the object will ...  

A. almost sink 

B. almost float 
C. suspend 

D. sink 

E. float 

 

              B. almost float 

6.b. The statement/reason that corresponds with the choice in number 6.a is...  

A. There is no effect from making the hollow 

B. The pressure on the object decreases 

C. The volume of the object decreases 

D. The density decreases 

E. The weight of the object decreases 

Explain your choice.  
 

              D. The density decreases. 

Explanation: When an object floating in water is given a hollow, the total volume of the object increases while its 

mass remains constant, causing the object's density to decrease. A lower density compared to the density of water 

will cause the object to tend to float more than it would stay suspended. 

Translation:  

User: It seems like you are using and interpreting the formula ρ = mass divided 

by volume without considering the specific case of the object. 

ChatGPT: Yes, you're right. In the previous explanation, I focused on the 

concept of density ρ = mass/volume, but I overlooked the specific physical 

context of an object with an internal hollow. 

In the case of a hollow object, such as a sphere with an internal hollow, the outer 

volume (the volume that interacts with the fluid) remains constant. Therefore, the 

only change that occurs is in the mass of the object, not its volume. In other words, 

when we create a hollow, the mass of the object decreases, but the total external 

volume measured does not change, so the density decreases. 

In conclusion: 

- The external volume of the object that interacts with the fluid remains 

unchanged. 

- The mass decreases because material is removed when the hollow is created. 

- With reduced mass but the same volume, the object's density decreases, 

making it more likely to float (because its density is now lower than that of 

water). 

I appreciate your attention to this detail and thank you for redirecting the analysis 

towards a more accurate one! 
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Fig. 6. Screenshot of the dialogue exploring the consistency of ChatGPT-4o’s reasoning path. 

 

3) ChatGPT-4o can compromise with other ideas 

In addition to tending to be consistent in a certain reasoning 

path, ChatGPT-4o can also compromise with other ideas if 

those ideas are presented through a series of Socratic 

dialogues or debates with strong theoretical arguments. It can 

revise its initial choice and argument. Fig. 7 presents an 

excerpt from the dialogue between the user and ChatGPT, 

where ChatGPT eventually accepted the user’s perspective. 

 

 

Translation 

User: Answer the following question without an explanation 

8.a Object X is a hollow object that can suspend in water. If the hollow part is filled 

with air, the object will....  

A. suspend 

B. sink  

C. float 

D. almost float  

E. cannot be determined 

ChatGPT: C. floats. 

 

User: Answer the following question and give a brief explanation 

8.b The statement/reason that matches the choice in question 8.a is...  

A. Density increases.  

B. Density decreases.  

C. The lifting force increases.  

D. The air lifts the object upwards.  

E. The air density is < water density. 

 

ChatGPT: E. The density of air < density of water 

Explanation: The air filling the cavity reduces the overall density of the object, 

allowing it to float, as the density of air is less than that of water. 

 

 

User: So what is your final decision? Do you want to change your answers for 

questions 8a and 8b? 

ChatGPT: After reconsidering, I will change my answers for questions 8a and 8b. 

Question 8a: If the hollow part is filled with air, the object’s mass increases (though 

slightly), which means the overall density of the object will increase. This could result 

in the object sinking if its overall density becomes greater than that of water. 

The correct answer for question 8a is: B. sinks 

Question 8b: The correct statement that corresponds to the reason for the change in 

density when air is added to the hollow is: A. Density increases 

This is because air, although light, still adds mass, causing the overall density of the 

object to increase. 

 

Fig. 7. Screenshot excerpt of the dialogue showing that ChatGPT-4o can compromise with the user’s idea. 

 

4) The capability and difficulty of ChatGPT-4o heavily 

depend on the context 

ChatGPT-4o struggled with the representation of floating 

object when options are related to density or involve a 

combination of several images. Fig. 3 shows that for certain 

items, ChatGPT-4o can achieve a high average score on some 

items but performs very poorly on others. This indicates that 

ChatGPT-4o’s ability is highly dependent on the context of 

the given question. 

In addition to struggling with items that contained options 

involving a combination of images, ChatGPT-4o also had 

difficulty with the representation of suspending object when 

the options are related to density. For example, ChatGPT-4o 

achieved very low average scores on item 5a (about the 

position of 3 objects related to density), item 7a (regarding 

the effect of creating holes on the suspending property of an 

object), item 8a (regarding the effect of filling air into the 

hollow of a suspending object), and item 12a (about an object 

“suspending” deliberately placed on the bottom). 

Another reasoning difficulty ChatGPT-4o experienced was 

when faced with items that involved a combination of several 

images showing 2–3 objects in different positions, both in the 

stem and the answer options. This is reflected in the average 

scores ChatGPT-4o obtained in Tier-1 for items 3a, 4a, 21a, 

22a, and 23a, where each option contained a combination of 

multiple images. 

5) ChatGPT-4o can Provide Biased Explanations 

ChatGPT-4o also provides incorrect explanations that 

contain biases, contradictions, or use overlapping/ 

interchangeable terms, concepts, or conditions, such as 

failing to differentiate between floating and suspending. For 

example, in Fig. 8, the object is considered as a floating object. 

Then, the concept of floating is used to explain its choice, 

even though it should be distinguished from suspending.  
 

 

 

Translation 
User: Is it correct if I say this: “if a hollow object has the property of sinking and 

then its hollow part is filled with air, its sinking property decreases because the 

filling of air, which has a lower density than the liquid, causes its overall density to 

decrease”? 

 
ChatGPT: Yes, your statement is correct. 

When the hollow part of the object is filled with air, which has a lower density 

compared to the liquid (such as water), the overall density of the object decreases. 

This causes its sinking property to decrease, meaning the object could either float 

or suspend in the water. This principle relates to Archimedes’ law, which states 

that an object will float if its density is lower than that of the surrounding fluid. 
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Translation 

User: Select the correct answer without explanation. 10. Object X is deliberately 

placed in water in the position shown in the image and is balanced/stable in that 

position. 10.a Which of the following statements is consistent with the image…  

A. Nearly suspending 

B. Nearly floating 

C. Suspending 

D. Sinking 

E. Floating 

 

ChatGPT: The correct answer is E. Floating. 

 

User: Select the correct answer and provide an explanation/reason for your choice to 

the question above. 10.b The statement consistent with the choice in number 10.a 

is…  

A. The mass of the object is equal to the mass of water. 

B. The mass of the object is greater than the mass of water. 

C. The density of the object is equal to the density of water. 

D. The density of the object is less than the density of water. 

E. The density of the object is almost equal to the density of water. 

 

ChatGPT: The correct answer is D. The density of the object is less than the 

density of water. 

Explanation: 
In the image, object X appears to be partially submerged in the water and partially 

above the surface. This indicates that the object is floating, meaning the object’s 

density is less than the density of water. When an object floats, the buoyant force it 

receives equals its weight, but its density is lower than the 

Fig. 8. Example of contradiction and bias presented by ChatGPT-4o. 

 

IV. DISCUSSION 

This research provides evidence on several aspects of LLM 

in reasoning across various cases and contexts related to static 

fluid. ChatGPT-4o demonstrated strengths in justifying its 

answer choice, though it has weaknesses in reasoning through 

cases in the context of static fluid. Compared to students, 

ChatGPT-4o excels in providing theoretically nuanced 

justifications, which are widely available on the internet, but 

is weaker in analysing cases or phenomena that are rarely 

available online. This suggests that ChatGPT-4o’s reasoning 

is more effective when aligned with the view that if the score 

in Tier-2 is higher than in Tier-1, it indicates a greater ability 

to provide reasoning at a higher level of cognition compared 

to simply answering question correctly [37, 38, 40, 43–45]. 

 In general, it can be stated that ChatGPT-4o’s level of 

reasoning is better than that of students, although the level 

falls within a low category. On the other hand, students 

appeared to grasp simple phenomena before understanding 

more complex ones within the same domain. Therefore, the 

performance of students on paired items with varying context 

groups and difficulties within the same domain can serve as 

an indicator of their scientific reasoning development. Fig. 1 

is consistent with Piaget’s cognitive development theory, 

which posits that higher levels of scientific reasoning are 

more likely to be observed in students at higher grade 

levels [46]. 

The advantages of ChatGPT-4o do not imply that it has 

reached a stage of perfect accuracy. This aligns with a 

research finding showing that the accuracy of ChatGPT-4’s 

reasoning in answering questions for medical contexts was 

only 36.7% (GPT-3) in the United States Medical Licensing 

Examination (USMLE) [47]. 

Fig. 1 also indicates that ChatGPT-4o achieved a higher 

average score on paired items compared to students. These 

results are consistent with the findings which demonstrated 

that ChatGPT performed better on undergraduate-level 

questions [48]. Referring to Lawson’s method [49], where 

incorrect answers to both questions in a pair indicate the 

lowest level of scientific reasoning, while correctly 

answering both indicates the highest level, it can be 

concluded that ChatGPT-4o exhibits a higher level of 

scientific reasoning compared to the students. 

ChatGPT-4o’s ability to compromise with other ideas after 

engaged in lengthy dialogues illustrates a human-like AI 

characteristic, which can be described as someone who is 

submissive yet stubborn about the core of the dialogue, 

continuously guessing without reflection [6]. The findings of 

this study confirmed the results of research [7], which showed 

that GPT-4 can tackle complex new tasks with performance 

that closely resembles human capability, even though its 

performance is far from expert level. Additionally, GPT-4 

may fail in certain basic mathematical tasks and general 

reasoning if not supported by external plugins [50, 51]. 

The findings of this research reinforce the results of 

previous research [52], which indicated that ChatGPT’s 

reasoning contains incorrect and often contradictory physics 

reasoning. In terms of consistency, dos Santos [53] found that 

ChatGPT-4 did not exhibit inconsistencies in its arguments. 

Fig. 3 shows that, in general, with 61 prompts for 25 paired 

items, ChatGPT-4o’s answers varied significantly; however, 

there were some instances with no variation, resulting in 

either 100% correct or 100% incorrect answers. These 

findings confirm research, which found that ChatGPT-3.5 

often provided highly varied answers in successive attempts, 

whereas ChatGPT-4 exhibited almost no variation (median of 

zero) [51]. This illustrates that the stability of ChatGPT-4o 

depends on the context. This stability arises from ChatGPT-

4o’s ability to synthesize all the available information on the 

internet. As an LLM, this capability can evolve as the 

availability of data or information on the internet increases. 

The differences in individual item scores between Tier-1 

and Tier-2 further emphasize this AI characteristic, which 

heavily relies on the availability of digitally-based 

information. The lower scores in Tier-1 compared to Tier-2 

also indicate that ChatGPT-4o still requires extensive training 

or a database that contains specific cases or phenomena, such 

as suspending objects in the context of static fluid. 
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ChatGPT-4o’s difficulties with items containing options 

with combinations of several images seem to indicate that 

such combinations increase the complexity of the questions 

and require deeper, more structured reasoning. This poses a 

challenge for ChatGPT-4o, which tends to be less accurate in 

processing complex visual information. The inclusion of 

multiple objects in a single option appears to increase the 

cognitive load, necessitating a more complex reasoning 

process. This aligns with research findings which also 

observed that ChatGPT’s performance declines as question 

difficulty increases [54, 55]. The results suggest that in some 

cases, ChatGPT struggles to provide targeted, accurate 

answers. This limitation indicates that while ChatGPT-4o is 

capable of handling text-based questions relatively well, the 

processing of visual information remains an aspect that 

requires improvement in this AI system [56].  

This research found that ChatGPT-4o was consistent in its 

reasoning process, even when that reasoning was incorrect. A 

similar pattern was observed which noted that once ChatGPT 

makes a mistake in solving a problem, subsequent attempts 

are likely to fail as well [6]. From a cognitive psychology 

perspective, ChatGPT lacks metacognition; it does not 

possess the cognitive ability to plan problem-solving 

strategies. Therefore, it does not reflect on how it thinks. 

ChatGPT remains consistent in its reasoning path and lacks 

self-evaluation mechanisms. Although there is an 

anthropomorphic assumption that ChatGPT can compromise 

with other ideas, concede in debates, acknowledge mistakes, 

and give praise, this aspect of metacognition appears to be 

absent in its functioning. 

V. CONCLUSION 

Based on the above findings, it can be concluded that, in 

general, ChatGPT-4o’s performance in answering questions 

(Tier-1) was lower than that of students. However, it excelled 

in providing justifications or reasoning (Tier-2). For paired 

items, ChatGPT-4o also outperformed the students. Overall, 

the reasoning performance of ChatGPT-4o, as well as that of 

junior high school, senior high school, and university students, 

was categorized at Level III (low). 

The outcome space derived from the phenomenographic 

analysis indicates that ChatGPT-4o’s reasoning behaviour 

encompasses the following categories: formula-based 

reasoning; consistency in reasoning flow; the ability to 

reconcile with alternative ideas; context-dependent reasoning 

capabilities and difficulties; and a tendency to provide biased 

or contradictory reasoning or explanations. 

Thus, ChatGPT-4o still requires further training or 

database enrichment for cases related to static fluid that are 

available on the internet. This research highlights the 

importance of understanding the capabilities, strengths, 

limitations, and reasoning behaviour of ChatGPT-4o, 

enabling its use to be more effectively aligned with specific 

needs and objectives. 
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