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Abstract—Nowadays, the fast evolution of educational 

technology boosted by AI tools like ChatGPT urges to 

understand how future educators perceive its use in the 

education system. This study evaluates the knowledge and 

attitudes towards ChatGPT of future teachers enrolled in 

science (Biology, Physics, Chemistry) and humanities (Spanish 

Language and Literature) modules at the University of León 

(Spain). To achieve this goal, a non-experimental, descriptive, 

cross sectional, and quantitative research design has been 

carried out. A sample of 70 Master of Secondary Education 

students completed a validated questionnaire. The aim was to 

gauge the level of their prior knowledge about ChatGPT and to 

analyze their double perception as both students and future 

educators. Our findings indicate that prospective secondary 

educators generally perceive ChatGPT as a beneficial tool for 

students. As future teachers, they identify certain advantages in 

using tools like ChatGPT to enhance teaching performance. 

However, they are concerned about the difficulty of detecting 

plagiarism and the potential decrease in students’ critical 

thinking skills. These two aspects are viewed as threats to the 

quality of the educational system. This study highlights 

differences between future science and humanities teachers. 

Notably, educators with a humanities background are more 

worried about information quality, creativity, and academic 

integrity compared to their science counterparts. This work 

highlights the need to address customized strategies for 

incorporating AI into the educational system through specific 

training that takes into account the prior education of students 

and teachers. 
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I. INTRODUCTION 

The advent of new technologies often sparks conflicting 

emotions and divides the population. People oscillate 

between their benefits and their dangers. Since the early days 

of human-like processing in the 1950s, led by Turing [1, 2], 

Artificial Intelligence (AI) has experienced exponential 

growth. This trend has significantly accelerated with the 

advent of chatbots, particularly following the global release 

of ChatGPT-3.5 in November 2022 and its advanced version, 

ChatGPT-4, developed by OpenAI. This AI tool, based on 

the Generative Pretrained Transformer (GPT) language 

model, is designed to produce responses that mimic human 

interaction (OpenAI). AI’s recent advances have been 

rapidly embraced in a variety of scientific fields, leading to a 

multitude of applications that have positively and directly 

impacted on several sectors, including healthcare [3–6] and 

sustainable industrial development [7]. Significantly, AI’s 

impact has been profound in the educational sector [8], where 

the focus has been more on the risks and challenges. For 

instance, in this sector professionals are specially concerned 

about authorship issues [9–12], rather than on the expansive 

possibilities it presents. At the same time, there is a growing 

ethical concern addressing themes like responsibility, 

inclusion, social cohesion, autonomy, safety, bias, academic 

integrity, and environmental impact [13, 14].    

Thus, there is an urgent need for a paradigm towards a 

holistic approach, that enables a conscious and informed 

engagement of educators with emerging technologies. This 

approach fundamentally requires high-quality training for 

educators to effectively navigate digital literacy [15]. It also 

needs legislative frameworks to regulate the use of such 

technologies within ethical boundaries and reinterpret the 

concept of plagiarism in the context of technological 

advancements [13, 16]. In fact, in situations where significant 

political interventions are absent (as in Spain, where the most 

recent document addressing these issues is from 2020 [17], 

various universities have started to implement ethical codes 

to regulate the use of AI in research [18]. Some institutions 

have even returned to more traditional methods of 

examination, like written or oral tests [19], or have 

implemented complete bans on the use of these technologies 

[20]. This preemptive action took place even before the 

European University Association published its guidelines on 

responsible technology use in university teaching in February 

2023 [21]. However, Spain’s adoption of these guidelines 

through the Crue Universidades Españolas and the Ministry 

of Universities represents a relatively modest advancement in 

this area. While these measures are noteworthy, they do not 

completely meet the pressing demands to continue legislating 

in alignment with UNESCO’s directives [22]. UNESCO has 

committed to maximize the potential of AI technologies, with 

the unwavering objective of ensuring inclusive, equitable, 

and quality education, and promoting lifelong learning 

opportunities, all within the scope of the 2030 Agenda 

(SDG4). The treaty represents a comprehensive effort to 

address both the opportunities and challenges posed by AI in 

education. This document is structured around 44 

meticulously categorized recommendations. These include 

integrating AI into education policy strategies, deploying it 

for education administration and facilitation. and enhancing 

AI use in pedagogical practices and among the teaching 

community. These recommendations also focus on 

implementing AI in learning processes and their evaluation, 

fostering essential skills and values for life and work in the 

AI era [22, 23]. 

The directives set forth by UNESCO could mark the 
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beginning of a journey towards effective regulation in 

education. It may, potentially enhance teacher training 

quality [24], and develop effective strategies to promote 

digital literacy. The OECD [25] underscores the need for 

research that examines the transformations effected by 

intelligent technologies and their direct impact on classroom 

education, as well as on the management of educational 

organizations and systems. 

Several classroom-level interventions and recent empirical 

studies have begun to produce intriguing results [26, 27]. 

Research has been focusing on aspects such as the potential 

of these technologies to facilitate communication between 

educators and students. Originating decades ago within in the 

field of Computational Linguistics, this research now extends 

to areas like Natural Language Processing (NLP) in 

communicative interactions [28], and the generation of 

contextually appropriate responses within an education 

setting [29, 30]. Several studies analyzed its role in various 

writing tasks [31]. The authors have identified ChatGPT’s 

use in writing tasks in the following three categories: 

ChatGPT as a co-author [32, 33], ChatGPT as a writing 

assistant [34–36] and the future of writing with ChatGPT [37, 

38]. 

The benefits of these technologies also extend to teaching 

native and second languages from early ages, particularly in 

enhancing written expression [39]. Furthermore, they 

provide tailored responses and resources that align with each 

student individual learning level, pace, and style, (i.e. 

personalized learning experiences [40]). Moreover, their use 

as tools introduces innovative methodologies, enhances the 

teaching-learning process, affects both superficial and 

profound motivation, and has the potential to improve 

student performance [41–43]. Other applications include (i) 

AI’s role in addressing real-time individual differences , as 

part of Universal Design for Learning (UDL) [44]; (ii) the 

creation of education materials, including texts, images, 

videos, 3D objects, audios, and source codes [45, 46]; (iii) its 

ability to understand context, which, in turn, enhances 

interaction with tools, enables self-directed responses, and 

creates a richer information environment [47]; and (iv) the 

development of intelligent tutoring systems [36, 48]. These 

are just some of the notable benefits highlighted by studies. 

Additionally, AI is recognized as an effective tool for 

enhancing teacher productivity, reducing the time spent on 

asynchronous tutoring routine evaluation tasks using scales 

or rubrics [49]. It has also been proved its ability to automate 

exam grading and forum monitoring [50]. Last, it also 

provides insights into student progress through continuous 

and formative assessment, thereby fostering self-regulation 

[51]. 

This comprehensive review of the literature [26] predicts a 

radical transformation in the education sector in the coming 

years. This transformation is expected to affect didactic 

approaches and classroom methodologies. It may also, 

influence the search, acquisition, and processing of 

information, redefine essential education competencies for 

lifelong learning, and the tools and instruments for evaluation. 

The education community must engage in this debate; It 

cannot afford to remain indifferent. Actively acquiring and 

implementing AI knowledge in the classroom is essential to 

maximize the learning potential for all involved parties. 

Direct intervention in university degree curricula, integrating 

the use of these tools across various disciplines, is imperative. 

This is a challenge for educators as learning modalities are 

poised to change and subsequently, teaching methods will be 

required to evolve [51]. 

Considering that this trajectory in education affects all 

levels and stakeholders, one particular sector stands out as 

especially vulnerable: teachers in training. The greatest 

responsibility for training falls on these teachers in training, 

Teachers in training are poised to become the 

standard-bearers of digital literacy for the youth. This aligns 

with the goals outlined in Strategic Axis 2 of the National 

Artificial Intelligence Strategy (ENIA), which focuses on 

promoting the development of digital capabilities, enhancing 

national talent, and attracting global talent in the field of 

artificial intelligence [17]. 

There are already studies that examine the impact of AI 

and the perception held by teachers in training in primary 

education [3, 52, 53]. However, there is a gap in research 

focusing on future secondary school teachers, and 

specifically on teacher training master’s programs. 

Additionally, insights from students with diverse academic 

backgrounds could be particularly valuable. The 

juxtaposition of two distinct groups, such as students in 

experimental sciences and humanities, with their varying 

expectations, uses, and perceptions of artificial intelligence, 

provides a unique opportunity for analyzing both the 

perception and application of ChatGPT. While the sciences 

seem, at first glance, more inclined to embrace technology, 

advanced studies in Linguistics argue that creativity remains 

a unique stronghold for humans. Despite the advancements in 

AI, still shows significant limitations in transformational 

creativity and inductive reasoning. The essence of creativity 

lies in divergent thinking, characterized by illogical and 

chaotic reasoning [54, 55]. Humanities students are often 

taught to value human intelligence and emotional depth, 

shaping their perception of art through the cultivation of 

aesthetic sensibility. 

Therefore, it becomes imperative to understand how future 

educators, perceive these emerging AI-based technologies, 

especially considering their diverse academic backgrounds. 

Understanding their perceptions will enable an analysis of 

their potential impact on the future structure of the education 

system. This study is important for guiding future research on 

ChatGPT’s use in education. It proposes involving current 

teachers and their students, especially in secondary schools 

across different subjects, to understand how ChatGPT affects 

teaching methods. Additionally, comparing its use among 

secondary students and university professors will provide a 

clearer picture of its impact across a wide range of education 

levels.  

The main goal of this work is to evaluate how the students 

enrolled in the science (Biology and Physics and Chemistry) 

and humanities (Spanish Language and Literature) modules 

of the Master in Teacher Training program at the University 

of León perceive the use of ChatGPT in education. So far, 

this evaluation is unique as it considers the dual perspective 

of these individuals as both current students and future 

educators. To achieve this goal, the study has outlined the 

following specific objectives: 

International Journal of Information and Education Technology, Vol. 14, No. 8, 2024

1036



  

 Objective 1: Assess the level of prior knowledge on 

ChatGPT among future secondary education teachers. 

 Objective 2: Analyze perceptions of using the tool as 

students. 

 Objective 3: Evaluate the perceptions on ChatGPT ś 

application as future teachers. 

 Objective 4: Contrast these perceptions between future 

humanities and sciences teachers. 

II. MATERIALS AND METHODS 

A. Participants and Sample 

The population under study consisted of 101 Master 

Degree in Secondary Education Teacher Training students at 

the University of León. Specifically, we used the 2022/2023 

and 2023/2024 academic years in the specialties of Physics 

and Chemistry, Biology and Geology, and Spanish Language 

and Literature. We selected these students because they 

provide information from a dual perspective: current students 

and imminent teachers.  

We conducted this study in October 2023. A sample of 70 

students from the Master Degree in Teacher Training 

participated (70% of the study population): 33 students were 

sciences students (19 from the modules of Physics and 

Chemistry and 14 from Biology and Geology), while 36 were 

humanities students from Spanish Language and Literature 

module. The average age of the sample was 26.5 years (SD = 

4.74), 78.6% were women, 20.0% men, and the remaining 

1.4% identified as nonbinary gender (refers to a gender 

identity that doesn’t fit strictly within the traditional 

categories of male or female).  

Before implementing a practical classroom session on the 

use of ChatGPT for specific teaching applications, students 

were asked to complete a questionnaire via Google Forms. 

The purpose of this questionnaire was to gauge their prior 

knowledge of the tool (details of which are further elaborated 

in Block 2 of the subsequent section). Following the 

questionnaire, study participants engaged in a one-hour 

hands-on session utilizing ChatGPT for educational purposes. 

This session included creating educational materials and 

developing assessment tools relevant to their field. 

B. Study Instrument: Characteristics and Application 

In order to carry out this study, we designed a 

nonexperimental, descriptive, cross-sectional, and 

quantitative research. We carried it out through the 

application of a questionnaire already published and 

validated by Lozano and Blanco Fontao for primary teachers 

in training [52] with small adaptations. Students answered 

the questionnaire after informing them and obtaining their 

consent for the use of the data for the present work. 

It was divided into 4 blocks. The first block was composed 

of demographic questions, with the 3 first questions, 

identifying the gender, age and specialty of the Master. Block 

2 consisted of three questions to study the participants  ́

previous knowledge on the use of the application. Block 3 

dealt with the study of the students  ́perceptions of ChatGPT 

access and use, as well as the identification of possible 

advantages and disadvantages for its use as students. Finally, 

Block 4 dealt with ChatGPT student perceptions as future 

teachers. Questions in Blocks 3 (ten questions) and 4 (seven 

questions), consisted of a 5-point Likert scale, in which value 

1 corresponded to totally disagreement, 2 to disagreement, 3 

to neutral, 4 to agreement, and 5 to totally agreement. In 

addition, each of these two last Blocks were completed with 2 

multiple-choice questions. The Likert-type questions in 

Blocks 3 and 4 were categorized into three groups: A: Access 

and use of the application; B: Sources and quality of the 

information obtained; and C: Knowledge of how the tool 

operates, in order to study the perception of these aspects 

from a dual perspective—students and teachers. 

The modifications applied to the initial questionnaire were 

twofold: in Block 2 we included a question to find out if any 

of the students had taken any specific training course on 

ChatGPT. This is an aspect that we considered fundamental 

since the use of ChatGPT has rapidly become widespread and 

many specific training courses have recently emerged. In 

addition, in Block 4 we included two multiple response 

questions about possible advantages and disadvantages of 

ChatGPT in their future teaching work. These two questions 

were included because the students in this study are in their 

last year of training. Therefore, they can consider more 

closely how it will affect them in their day to day work. The 

inclusion of these questions was carried out through a panel 

of experts, using the Delphi Method, in the same way as the 

initial questionnaire [36, 56–59]. Finally, this instrument 

showed a very good confidence level (Cronbach ś Alpha 

0.826) [60]. 

C. Statistical Analysis 

Data collected from the questionnaire were processed with 

version 26 of the SPSS (IBM) computer software. Firstly, we 

implemented descriptive statistics by calculating relative 

frequencies (%) to each question. Secondly, we calculated 

mean value and standard deviation of each independent 

group (science and humanities) taking as a reference the 

values assigned in the Likert scale responses (see previous 

subsection). For the multiple-choice questions, we calculated 

the relative frequencies considering the total number of 

responses to each item. 

Next, to study the influence on perceptions according to 

the module taken by the students (experimental sciences 

versus humanities), we used the Mann-Whitney U test for 

nonparametric data on independent samples [61, 62]. The 

significance levels used as a reference in the present study 

correspond to values of p ≤ 0.05. 

III. RESULTS 

A. Prior Knowledge about ChatGPT 

Our results showed that 98 % of the Master of Secondary 

Education students had previous knowledge on ChatGPT, 

60% of them had used it at least once, and only, 2.8% had 

specifically taken a course on it (Block 2). 

When we compared the students background (sciences vs 

humanities), we found that all science students were already 

familiar with the application, and only one humanities 

student was not, (1.42%). In terms of prior use of the program, 

significantly more science students utilized it compared to 

humanities students (93.8% vs 47.4%) (p < 0.05). Finally, we 
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did not find differences between sciences and humanities 

students regarding the percentage of students who have 

received training on it (2.8%) (p > 0.05). 

B. Perception of ChatGPT Use as Student 

Block 3 data on Perceptions of Access to and use of 

ChatGPT as students in the various categories described in 

the study are shown in Table 1. In Category A, which 

addresses access and use of ChatGPT, the results revealed a 

wide range of perceptions. The majority of students agreed or 

strongly agreed (65%) that they were surprised by its 

potential when using it (question 1). Similarly, they found it 

to be a tool with easy access and usability (question 2). About 

half of the students (56%) perceived that this tool could save 

them a lot of time in assigned tasks (question 3), and some 

also observed that it could be a personalized tool for the 

learning process (39%, question 4). 

 
Table 1. Block 3 of the questionnaire: Perception of ChatGPT as student according various categories 

Category Question 
Likert (%) Mean value and SD P- 

value1 
1 2 3 4 5 Sci. Hum. 

A 

1. I was surprised by its potential when I have used it. 3 3 29 41 24 4.3 (0.75) 
3.5 

(0.95) 
0.001 

2. It is a tool easy to access and use. 2 6 24 31 37 
4.3 

(0.89) 

3.7 

(0.99) 
0.005 

3. I find that ChatGPT saves much more time on doing 

tasks than other online resources or textbooks. 
4 17 23 33 23 

3.8 

(1.12) 

3.3 

(1.14) 
0.070 

4. I find that ChatGPT can be a personalized learning tool, 

since it specifically answers each question. 
6 19 36 25 14 3.1 (1.04) 3.4 (1.12) 0.152 

B 

7. I have asked ChatGPT to generate the sources of 

information used to generate a work. 
37 10 17 24 12 3.0 (1.59) 2.3 (1.32) 0.088 

8. The quality of the work done with ChatGPT is the same 

as that done with other online resources or textbooks used 

so far.  

19 38 28 9 6 2.5 (1.10) 
2.4 

(1.05) 
0.980 

9. The sources used by ChatGPT to generate the work are 

reliable. 
9 26 51 11 3 2.6 (0.86) 2.8 (0.89) 0.497 

C 

10. As a student, even if ChatGPT performs the task given 

I must ensure that I understand the work. 
2 0 4 11 83 4.9 (0.42) 4.6 (0.82) 0.116 

11. I understand how the artificial intelligence that 

ChatGPT uses works and therefore how it generates my 

tasks. 

9 20 26 27 19 3.3 (1.17) 
3.2  

(1.28) 
0.986 

A: Access and use. B: Expectations of using ChatGPT in teaching. C: Understanding of the Tool’s Functioning. 

2 P-value < 0.05 means differences were statistically differences between experimental groups in the U-Mann Whitney analysis between experimental 

groups: Humanities vs Science students. 

 

Category B focuses on the Sources and Quality of 

Information provided by ChatGPT. Questions 7 to 9 address 

how students perceive the generation of information sources 

by ChatGPT and the reliability of these sources. Only 36% of 

students requested information about the sources (question 7). 

Concerning the quality of the generated work, only 14% 

agreed or strongly agreed that it could be comparable to 

traditional resources (question 8). Finally, half of the students 

(51%) were neutral when checking the veracity of these 

sources, not acting critically in this regard (question 9). 

Category C, which deals with the Understanding of the 

Tool’s Functioning and includes questions 10 and 11, is 

crucial for assessing the level of understanding and 

confidence students have in the underlying technology of 

ChatGPT. Almost all students agreed or strongly agreed that 

they should cross-check tasks assigned by the application to 

ensure they are correct (question 10). However, only 46% 

believed they understand how the application works 

(question 11). 

When we compared questionnaire responses between 

science and humanities students, significant differences were 

only observed in questions 1 and 2 of Category A (Table 1). 

Experimental science students showed a greater surprise at 

the potential of ChatGPT compared to humanities students 

(4.3 vs 3.5 mean values, question 1). Concerning question 2, 

science students found the tool easier to access than 

humanities students (4.3 vs 3.7 in the Likert scale mean 

values). 

 

 
Fig. 1. Results on the perception of A) the benefits (upper graph, question 5) 

and B) drawbacks (lower graph, question 6) of the use of ChatGPT by 

students (Category A). The bars represent the percentage (left axis) and the 

line represents the total number of responses (right axis). * means statistically 

significant differences between groups (p<0.05). 

 

The results of the multi-answer questions 5 and 6 from 

category A are depicted in Fig. 1. This graph (upper graph, 

question 5) illustrates the benefits of using the application 

from the students’ perspective. Students perceived the 

increased speed in completing a task as the greatest 
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advantage, followed by the generation of support material, 

and its use in assessing their learning process (highest 

number of responses, indicated by the blue line). The most 

significant advantage is seen in its use as a virtual tutor. 

In terms of disadvantages, (Fig. 1, lower graph, question 6), 

the number of responses is more uniform. Similarly, students 

believed that the use of this tool represents a disadvantage for 

the development of information search and critical analysis 

skills. They also perceived as a disadvantage the increased 

potential for plagiarism and the reduced synthesis capability, 

in this order. The greatest difficulty reported is regarding 

how to defend work in the classroom. 

When we analyzed these issues comparing the two fields 

of study, we found that humanities students perceived more 

advantages and disadvantages than sciences students. 

However, we only observed significant differences regarding 

how fast a task is completed; showing sciences students 

higher results (asterisk in Fig. 1). 

C. Perception of ChatGPT Use as Future Teacher 

Table 2 displays the data concerning Block 4, which 

pertains to the perception of future teachers regarding the use 

of ChatGPT  

In Category A, which addresses the Access and Use of 

ChatGPT, the results reflected mixed opinions. For instance, 

in question 12 (ChatGPT as a threat to the teaching 

profession) there was a notable division in opinions: 14% 

strongly disagreed, while 17% strongly agreed. Question 13, 

which inquired about the potential usefulness of ChatGPT in 

future teaching endeavors, showed 31% of respondents fully 

agreeing on its high utility vs 3% who strongly disagreed. 

Lastly, question 14, focusing on whether ChatGPT would 

alter approaches to certain tasks, resulted in 53% of 

participants completely agreeing and no students expressing 

total disagreement.  

 

Table 2. Block 4 of the questionnaire: Perception of access and use of ChatGPT as future teacher according various categories 

Category Question 
Likert (%) Mean value and SD P- 

value1 
1 2 3 4 5 Sci. Hum. 

A 

12. ChatGPT can be a threat to the teaching job. 14 18 22 29 17 1.5 (1.27) 2.2 (1.28) 0.026 

13. ChatGPT can be a very useful tool to use in my future teaching work. 3 4 19 43 31 4.1 (0.87) 3.8 (1.03) 0.192 

14. As a future teacher, I believe that ChatGPT will force us to change the approach to certain tasks. 0 2 10 36 52 4.4 (0.83) 4.4 (0.63) 0.590 

B 

15. As a teacher, I could use ChatGPT to generate high quality content, as long as I corroborate the 

sources. 
3 4 15 44 34 4.3 (0.65) 3.8 (1.10) 0.023 

16. ChatGPT could lead to a devaluation of the quality of the education system.  30 23 26 16 5 2.5 (1.16) 
2.6 (1.30) 

 
0.949 

C 

17. As a future teacher, I must know the tool in order to know how to approach the tasks and how to 

be able to evaluate it in a way that prevents/detects plagiarism. 
2 0 3 15 80 4.8 (0.36) 4.6 (0.82) 0.338 

18. As a future teacher, I must know how artificial intelligence works to understand how the 

students can use it in their tasks. 
2 2 2 29 65 4.6 (0.55) 4.52 (0.86) 0.618 

A: Access and use. B: Expectations of using ChatGPT in teaching. C: Understanding of the Tool’s Functioning. Responses of Likert scale (1–5) in % 

2 P-value < 0.05 means differences were statistically differences between experimental groups in the U-Mann Whitney analysis between experimental 

groups: Humanities vs Science students. 

 

Category B focuses on Expectations of using ChatGPT in 

teaching. In question 15 on the use of ChatGPT to generate 

high quality content by corroborating sources, 34% students 

totally agreed, while 3% totally disagreed. In question 16, 

regarding whether ChatGPT could lead to a devaluation in 

quality of the educational system or not, opinions were more 

divided, with a slightly higher proportion of students totally 

disagreeing or disagreeing than those who thought otherwise. 

Finally, Category C addresses the Understanding of the 

Tool’s Functioning. In question 17, 80% of respondents 

completely agreed on the importance of acquiring knowledge 

about ChatGPT to effectively address and evaluate tasks, and 

also avoid and detect plagiarism. In question 18, about 

understanding the functioning of AI to assess its use in 

student tasks, the vast majority of students (65%) totally 

agreed on the need for this knowledge. 

Taking into account the two specialties, we found two 

significant differences. The first one in relation to the threat 

of ChatGPT use on the teacher job. Future science teachers 

are less worried about its use than those in humanities (1.5 vs 

2.2 Likert scale mean values, question 12). The second 

difference concerns the use of ChatGPT as future teachers to 

generate high quality content (question 15). Here, science 

students showed a higher confidence in this tool than those in 

humanities (4.3 vs 3.8, Likert scale mean values). 
  

 
Fig. 2. Results on the perception of the benefits (upper graph, Question 19) 

and drawbacks (lower graph, Question 20) of the use of ChatGPT by teachers 

(Category A). The bars represent the percentage (left axis) and the line 

represents the total number of responses (right axis). * means statistically 

significant differences between groups (p < 0.05). 

 

Fig. 2 shows the aspects that future teachers considered 

beneficial (Fig. 2 upper graphic) and detrimental to 

professional teaching performance (Fig. 2 lower graph).  The 
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most frequently selected benefit was ChatGPT use to 

generate educational material, followed by task planning, 

creation of assessment tests, and lastly, as a tool for 

self-assessing the teaching/learning process. In terms of 

disadvantages, future teachers identified the greatest threat as 

the reduced ability to detect plagiarism, followed by the 

decreased development of search and critical analysis skills, 

the loss of continuous student monitoring, and finally, the 

increased difficulty of evaluating students. 

Analyzing the differences observed between science and 

humanities students, there were significant differences in 

only one aspect. Thus, humanities students showed a 

significantly higher concern about the possible reduction in 

critical analysis ability derived from ChatGPT use than 

science students (p > 0.05). In the rest of the parameters, the 

differences were not significant, although it can be generally 

observed that humanities students showed numerically a 

higher number of both benefits and drawbacks in the use of 

ChatGPT in teaching. 

IV. DISCUSSION 

Starting from the objectives set in this work, and more 

specifically concerning the Objective 1 (initial level of 

knowledge on ChatGPT among future secondary school 

teachers), we observed a high degree of knowledge, much 

greater than that reported in the previous work developed last 

year [52]. This increase could be due to the fact that, at the 

time this questionnaire was launched, the tool had already 

been available for a year, becoming much more mediatic due 

to its high potential. This fact may have caused its knowledge 

popularity and perception to expand and evolve rapidly 

among future teachers in a very short time.  

Regarding Objective 2 (perceptions of ChatGPT from the 

students’ perspective), we observed a generally positive 

perception towards its use as in previous studies [52]. 

Similarly, students showed a positive perception of the 

application use (Category A; application access and use) like 

the results identify in previous works [43, 63]. However, in 

this work, the students were more skeptical regarding the 

perception of the tool as a time-saver in tasks and as a specific 

instrument for personalized learning than primary teachers in 

training [52]. This aspect could be due to the greater 

knowledge of the tool now, as well as to the success it has in 

the market nowadays and the rapid development of its 

potential [43, 64]. 

The pattern of response reported by future secondary 

school teachers, highlighted, among the advantages, the 

saving of work and time in tasks, and among the 

disadvantages, the lesser critical analysis and search 

capability. This fact is fundamental as it could compromise 

the development of high order cognitive processes, which, in 

turn, can affect the development of students’ competencies, 

and ultimately, devalue the educational system with all that 

this implies. Previously research has evidenced incorrect 

responses generated by ChatGPT, as well as false sources, 

have been observed [65]. This aspect can influence the 

increase in misinformation, with all the repercussions that 

this entails. In this regard, within Block B, we observed an 

increase in distrust of sources and in the quality of 

information generated by the application. Through these 

results, it can be deduced that there has been an increase in 

the use and mastery of the tool. The users are now more 

aware of one of the major problems that this tool presented at 

the beginning, which was the contribution of false references. 

This change can be seen as a positive result towards the 

students’ critical analysis capacity, being more skeptical of 

the information provided by the application. However, we 

still observed a general lack of knowledge on how ChatGPT 

generates the information (Block C). 

Objective 3 of the study (teacher’s perspective on 

ChatGPT) yielded diverse results. For instance, just under 

half of the teachers in training considered the tool a threat to 

the teaching function. In this sense, recent research [37, 38, 

66] has shown that the tool does not have the necessary 

writing skills yet to be considered a threat. However, it seems 

that threat perceptions are increasing in this study. Although 

it is a tool that has been on the market for a very short time, it 

has evolved remarkably, improving its functions very rapidly. 

Furthermore, the perception among future secondary 

education teachers may be influenced by their students 

greater access and autonomy with the use of technologies 

compared to primary education students.  

Despite showing this feeling of threat, future teachers 

believe that the tool can be very useful for the development of 

their future teaching work, as already reported by Berg and 

Plessis (2023) [67]. However, they are aware that they will 

have to reformulate how they ask for some of their tasks, in 

order to avoid plagiarism and authorship by students [9–12]. 

The difficulty in detecting plagiarism is the greatest 

disadvantage observed by future secondary teachers. 

Although since the massification of the use of the internet 

there has already been this fear on part of the teachers [68], 

the results of the present study demonstrate that the 

appearance of this tool has drastically increased it. The 

creation of texts with high originality offered by ChatGPT 

greatly complicates its detection [69, 70,] and highly efficient 

tools for its detection have not yet been developed [71, 72]. 

These facts lead to a change in the way tasks are approached 

by teachers, an aspect that is very present in the sample of this 

study and in the need to acquire training in this type of AI. In 

this study, the percentage of future teachers who had received 

specific training in it was insignificant, a notable and 

important aspect that should be addressed in both the 

permanent training of teachers in active and in university 

education in the case of teachers in training. 

Among the fundamental benefits of ChatGPT use 

indicated by future teachers are the development of didactic 

materials, followed by task planning, generation of 

assessment tests, and finally, the use for self-assessment of 

the teaching/learning process by the teacher. These aspects 

could improve the effectiveness of the teacher work [32, 45, 

46] and the appropriate adaptation to the characteristics of 

each student, as proposed by UDL [45], which, in turn would 

favor the efficiency the strength of the educational system. 

The last of the objectives set out (Objective 4) intends to 

study the differences between students coming from 

scientific training and those from humanistic training. This 

aspect has not been previously analyzed and the present study 

revealed differences between both students and future 

teachers and also between students with a science 
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background and students with a humanities background. A 

previous study on the perceptions of computer science 

students about ChatGPT in education suggested that many 

students are familiar with the tool, but do not use it regularly 

for academic purposes. They also showed skepticism about 

its positive impacts on learning and suggested that 

universities should provide clearer guidelines and better 

education on how and where ChatGPT can be used in 

learning activities [73]. In a recent qualitative work, 24 

students from private universities in Karachi, including 

humanities and science students, were interviewed. The 

results showed a mixed trend; most students opined that 

ChatGPT hinders creative writing, while another group 

considered it beneficial if used under supervision or 

controlled conditions [8]. However, there are no previous 

studies that have analyzed these perceptions in terms of the 

previous background of students or teachers. In this sense, 

this study demonstrates that the previous background directly 

affects the way of understanding and using this technology. 

Thus, students from scientific training, who are a priori more 

inclined towards the use of technology than their humanities 

counterparts, were more surprised by the potential and the 

access to the tool than students from the humanistic studies. 

In addition, the former group of students are more aware of 

the influence it can have on changing the approach to tasks in 

their future classrooms and of the greater knowledge they 

need on the tool to know what they can use it for students. 

Also, students from the scientific education highlighted the 

benefit of the increased speed in the elaboration of works 

while humanities students found a great inconvenient as 

teachers in the reduction of critical capacity. 

Thus, the differences observed are congruent with the 

value that humanities students give to critical thinking and 

subjective interpretation. Humanistic future teachers are 

skeptical about the development of the creativity by using 

ChatGPT, as creativity contradicts the inductive reasoning 

used by AI [54, 55]. For this reason, AI-generated responses 

could be perceived as less valuable or authentic by 

humanities students. In addition, the way of understanding 

technology can also affect the way they use AI tools. 

Students with science background are more prone to have a 

greater contact with AI tools due to the AI affinity with 

scientific aspects, what could explain why they tend to 

develop more positive perceptions of it.  

V. CONCLUSION 

This study highlights the need for a holistic approach that 

encourages conscious and informed engagement of educators 

with emerging technologies, recognizing both the 

opportunities and challenges presented by ChatGPT. As we 

move towards a radical transformation in the educational 

sector, driven by intelligent technologies, it is essential that 

university curricula integrates the use of these tools 

effectively, preparing future educators to become standard 

bearers of digital literacy. Our study provides targeted 

insights into the knowledge and perceptions of future 

secondary education teachers regarding the use of ChatGPT 

in educational settings. Key findings reveal a high level of 

awareness and understanding of ChatGPT among these 

future educators, surpassing previously reported data. This 

heightened awareness is likely due to ChatGPT’s increased 

visibility and accessibility. 

Notably, students generally view ChatGPT positively, 

recognizing its utility in time-saving and facilitating 

personalized learning. However, concerns about information 

quality and source verification remain prevalent. 

In terms of their future teaching role, perceptions are 

varied. While some see it as a useful tool for generating 

educational materials and improving teaching efficiency, 

others express concern about the potential to encourage 

plagiarism and the reduction of critical thinking and 

searching skills in students. The need to reformulate tasks to 

avoid plagiarism and the challenge of detecting AI-generated 

works are notable concerns. 

The background of future teachers affects perceptions of 

the tool. While science future teachers showed greater 

enthusiasm for the potential of ChatGPT, humanities future 

teachers expressed deeper concerns about academic integrity 

and critical analysis, stemming from a loss of personal 

authorship and creativity due to the use of these tools. This 

points to the need for differentiated pedagogical approaches 

to address emerging technologies in education.  

The study suggests a need for deeper AI training for 

educators to address ethical and practical challenges and 

recommends differentiated pedagogical approaches based on 

the teacher’s field of expertise. Additionally, it underscores 

the urgency of incorporating digital and ethical competencies 

in teacher training programs in line with UNESCO 

guidelines.  

The main limitation of this study is fundamentally derived 

from the number of samples reached. This aspect is largely 

due to the difficulty to access to this type of students who 

have this dual perspective: students and future secondary 

school teachers.  

As for future lines of research, it is necessary to address 

this investigation with active teachers, as this group of 

professionals is already being directly affected by the use of 

ChatGPT, not only by them in their teaching role, but also by 

their students who have access to the tool. In addition, among 

active secondary school teachers, more specialties could be 

included to analyze differences in their perceptions and in the 

effect that it could have on their teaching. It would also be 

interesting to analyze both the use of the tool by secondary 

school students and by university professors. 
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