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Abstract—Over the years, the significant increase in 

candidates taking part in examinations and competitive exams 
has prompted the relevant bodies and institutions to reconsider 
their assessment approaches. This evolution largely stems from 
the growing prevalence of Artificial Intelligence (AI) and 
continuous technological advances. The primary aim of this 
research is to evaluate the effectiveness of Multiple-Choice Tests 
(MCTs) enhanced by AI through comprehensive item analysis 
followed by score regeneration focusing on the most 
discriminant items, aiming to strengthen assessment accuracy. 
The predominant adoption of MCTs has emerged, offering a 
practical and efficient solution for rigorously assessing a wide 
range of candidates. The success of this method hinges on the 
quality of its items. Therefore, ensuring the validity of such 
exams relies heavily on statistical analysis to select relevant 
items that are balanced in terms of difficulty and discriminatory 
power. Given the challenges of this analysis during test 
development, a new approach using score regeneration through 
an AI tool is proposed. This approach is based on a posterior 
statistical analysis of candidate performance with adjusted 
scores by eliminating the least discriminating items. The 
research sample was intentionally selected, consisting of 
computer science trainee teachers spread over the last three 
academic years. To validate this approach, a comparative study 
was conducted using the t-student’s test and the Spearman 
correlation coefficient on the grades obtained in algorithmic and 
programming training modules each year. The results 
demonstrate that incorporating this score regeneration phase 
considerably improves the credibility of MCTs-based 
assessments, providing a solid foundation for educational 
decision-making. The findings affirm the research objective by 
showing that AI-enhanced MCTs offer a reliable and valid 
method for large-scale candidate assessment. 
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I. INTRODUCTION 

The constant increase in the number of candidates for 
various exams and competitions, and the technological 
evolution of assessment methods, have prompted many 
educational establishments and institutions to favor Multiple 
Choice Tests (MCTs) massively. This strategy is emerging as 
a practical and effective response to the logistical and 
organizational challenges of this massive influx of 
participants. MCTs provide a standardized assessment 
method that enables automated grading, thus reducing the 
administrative burden. Furthermore, this approach allows a 
quick and unbiased assessment of candidates’ skills, therefore 
aiding in managing deadlines in time-restricted situations [1]. 

While the predominance of MCTs may be perceived as a 
practical solution, it also raises questions about their 
quality  [2]. Thus, while representing a pragmatic response to 
the challenges inquired by the influx of candidates, it is 
essential to consider the nuances related to the fairness and 
validity of these assessments [3]; it should be noted that the 
impact of randomness can have a notable effect on outcomes. 
Candidates may inadvertently select the correct answer to the 
question for which they lack prior knowledge [4]. 

 Constructing a test involves several crucial steps to ensure 
its validity, reliability, and relevance. In this process, the 
pre-test, also known as a pilot test, holds a pivotal position [5]. 
It entails selecting participants representative of the target 
population to take a preliminary test version under conditions 
like those intended for the final test. Participants’ responses 
are then collected and analyzed to assess the quality of the 
items, including their difficulty, discriminative power, and 
internal consistency [6]. Based on the pre-test results, items 
may be revised or modified to enhance their validity and 
reliability. This step identifies potential issues and necessary 
adjustments before the final test implementation, ensuring its 
quality and relevance for the target population [7, 8]. 

 Integrating a pre-test into the MCT development process, 
enabling in-depth statistical analysis of items, is therefore of 
crucial importance in guaranteeing the validity and reliability 
of assessments. This systematic approach evaluates each item 
from various perspectives [9]. It allows for assessing the 
difficulty of each item by analyzing the overall success rate. 
Equally essential, this analysis examines the discriminatory 
capacity of each item, identifying those that significantly 
distinguish competent from less competent candidates [6]. In 
addition, this approach ensures that each item contributes to 
the measurement of the targeted skills. In short, integrating a 
pre-test into the design of an MCT is a rigorous approach that 
aims to perfect the quality of the test, ensuring a balanced and 
accurate assessment of participants’ knowledge and skills. 
This pre-test involves administering a provisional version of 
the test to a group of individuals and then revising the set of 
items according to the initial results obtained [10]. In contexts 
where test confidentiality is paramount, such as professional 
certification exams or sensitive organizational assessments, 
traditional methods of pre-test item analysis with 
experimental groups pose significant challenges and may not 
be feasible. This necessitates exploring alternative 
methodologies to maintain test integrity while enhancing 
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assessment effectiveness. 
An effective approach involves utilizing AI-driven item 

analysis for regenerating scores. By applying AI, assessments 
can retrospectively analyze candidate performance data to 
determine each item’s difficulty and discriminative power 
through post-statistical analysis [11]. This approach bypasses 
the need for pre-test experimental groups and overcomes 
previous logistical and time constraints. With AI, 
comprehensive item analysis and score adjustment can be 
accomplished swiftly, within seconds, revolutionizing 
assessment practices in confidential testing environments. 

This innovative method ensures the validity and reliability 
of assessments while establishing a new benchmark for 
adaptive and efficient techniques in various educational and 
professional contexts. 

To validate the approach, a study was conducted involving 
seventy-two trainee students of the computer science 
discipline who enrolled in a training program at the Regional 
Center for Education and Training Professions. Upon 
completing their training modules, the trainees underwent 
rigorous evaluation through two distinct assessment 
methodologies. Firstly, they faced the Final Module 
Examinations (FME), following specific assessment 
procedures adopted by the Ministry, enabling them to be 
selected and ranked based on their results. Additionally, they 
were subjected to MCTs.  

The MCT was subjected to a rigorous analysis, and an AI 
model used the test results to estimate the difficulty and 
discrimination indexes, assess the quality of the items, 
regenerate the scores after eliminating inappropriate items, 
and reproduce the final list of results [12]. A comparative 
study was conducted between the scores of the MCTs before 
and after regeneration, as well as with the results of the FME. 
Student’s t-test [13, 14] and Spearman’s Coefficient 
Analysis  [15, 16] were used, revealing a significant 
difference between the different sets of marks and comparing 
the performance of the examinees. 

The hypothesis suggests that the regeneration of scores, 
conducted after eliminating non-discriminatory and difficult 
items for MCTs improves its validity by attenuating the 
potential bias effects introduced by these items. The peaceful 
evaluation of items likely to present distortions in assessment 
aims to adjust participants’ scores to ensure a more accurate 
and equitable measure of their skills. The selective 
elimination of problematic items, followed by the 
regeneration of results, is envisaged as a proactive means of 
improving test quality and minimizing undesirable influences, 
thus contributing to the enhanced validity of MCTs. 

This research aims to verify the impact of regenerating the 
scores of candidates who have taken an MCT after 
eliminating non-discriminatory items on their overall 
performance. 

II. THEORETICAL FRAMEWORK 

A. Test Development Process 

The Test development process involves several key stages, 
each crucial to ensuring the creation of a valid and effective 
assessment [17]. Fig. 1 provides an overview of these stages:  
 Exam Specifications: This initial stage involves defining 

the purpose of the examination, identifying the target 
audience, and outlining the content areas to be covered. 
It includes a comprehensive consideration of learning 
outcomes and learning objectives to ensure alignment 
with educational goals. Moreover, this stage determines 
the types of items to be included. 

 Item Edition: Skilled item writers develop questions or 
tasks based on the specifications outlined in the previous 
stage. Items undergo rigorous review and editing to 
ensure clarity, accuracy, and relevance. 

 Pilot Tests/Experimentation: A preliminary version of 
the examination is administered to a small group of 
test-takers to evaluate item performance and gather data 
for further analysis and improvement. 

 Item Revision: Based on feedback from pilot tests and 
expert reviews, items may be revised or edited to 
address any identified issues or concerns. 

 Final Test: This is constructed by selecting items that 
meet predetermined criteria based on item analysis 
results. The examination is thoroughly reviewed for 
accuracy and consistency before administration.  

 

 
Fig. 1. Test development process. 

 

Each stage of the test development process plays a critical 
role in ensuring that the assessment accurately measures the 
test-takers intended knowledge, skills, or abilities [18]. 

B. MCTs Based Assessment 

MCTs have been widely adopted in educational assessment 
due to their numerous advantages also present challenges. On 
the benefits side, MCTs offer a practical and objective 
assessment of learners’ knowledge and skills, enabling a wide 
range of topics to be tested relatively quickly and 
cost-effectively. Their standardized format facilitates 
comparing learners’ performance and simplifies the grading 
process. Moreover, MCTs enable reliable and fair assessment, 
reducing the potential biases associated with other assessment 
formats. However, despite their advantages, MCTs also 
present challenges. They can sometimes encourage 
memorization of information rather than deep comprehension, 
and some critics argue that they are not as effective at 
assessing complex skills or critical thinking abilities. 
Furthermore, the development of high-quality MCTs requires 
significant expertise in item writing and  
psychometrics [19–21] to ensure their validity and reliability. 
Consequently, although MCTs are widely used in educational 
assessment, it is important to recognize their advantages and 
limitations and take action to alleviate the potential 
drawbacks of this assessment format [22]. 

C. AI in the Assessment Process 

The development of assessment tests is a crucial process in 
educational assessment. With the advent of AI, new 
opportunities arise to improve and optimize this process [23]. 
Table 1 examines the integration of AI into each phase of 
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assessment test development, highlighting the most promising approaches and applications.  
 

Table 1. AI for development test process 
Phase AI Approaches AI Algorithms Description 

Item Edition 
Natural Language 
Processing (NLP) 

Word Embeddings 
(Word2Vec, GloVe) 

Word2Vec is a neural network model used to produce word embeddings by learning 
distributed representations of words based on their context in a continuous vector space 
[24]. 
GloVe constructs word embeddings based on global word-word co-occurrence statistics 
and factorizes a co-occurrence matrix to generate embeddings capturing both local and 
global semantic relationships [25]. 

Bidirectional Encoder 
Representations from 
Transformers (BERT) 

BERT is used to automatically generate items from source texts by capturing the semantic 
and contextual relationships between words [26]. 

Generative Pre-trained 
Transformer (GPT) 

GPT is used to generate items using a pre-trained language model that generates coherent 
and relevant text [27]. 

Pilot test 

Recommendation 
Systems Neural Networks 

Neural network-based recommendation systems analyze participants’ performance and 
recommend the following items based on their skills and preferences [28]. 

Adaptive 
Algorithms 

Item Response Theory 
IRT is used to model the probability of a participant answering an item correctly, based on 
his or her skills and the characteristics of the item. Adaptive algorithms dynamically 
adjust the test according to participants’ responses [29]. 

Item Revision Neural Networks 

Convolutional Neural 
Networks 

Convolutional neural networks detect potentially biased items by analyzing item 
characteristics and comparing them to predefined norms [30]. 

Autoencoders 
Autoencoders are used to detect similarities between items and identify groups of items 
with similar characteristics, facilitating item review and categorization [31]. 

 

III. MATERIALS AND METHODS 

An experimental approach was adopted to validate the 
hypotheses. The main objective of this approach is to assess 
the validity of the scoring method, illustrated in Fig. 2, for 
MCTs. 

 

 
Fig. 2. Approach proposed for scoring MCTs. 

 

With this method, the final score assigned to an examinee is 
regenerated after the selection of the appropriate items by an 
AI model based on statistical analysis of the candidates’ 
responses. The indexes considered for this selection are [12]:  
 Item difficulty (d-index): The proportion of students 

who answered the item correctly. Items with very high or 
very low difficulty may be problematic. 

 Item discrimination (p-index): The degree to which an 
item differentiates between high-performing and 
low-performing students. High discrimination is 
desirable, indicating that the item measures the intended 
construct. 

These indexes provide an in-depth understanding of an 
item’s ability to discriminate among candidate performances 
and its inherent complexity. 

A specific methodology is adopted to achieve the objective. 
Initially, two types of examination are administered: a FME 
and an MCT. Both exam forms are described in the next 
sections. The t-test Student is then used to compare the 
candidates’ score series before and after score regeneration, 

aiming to detect any significant disparity between the two 
series. These data series are represented as box plots, 
facilitating visual observation of their distribution and 
dispersion. Finally, the Spearman correlation coefficient is 
calculated to assess the correlation between the series after 
treatment and the series obtained from the results of the FME. 
This measure evaluates the correlation between the ranks of 
candidates in both series, providing additional validation of 
the proposal. Fig. 3 describes the research methodology: 

 

Addressing Final Module  
Examination (FME) 

Addressing Multiple Choice 
test (MCT) 

  

FME Results Initial Scores 

AI Post Analysis Tool 

   

Regenerated MCT Scores 
Student’s t-test & box plot 

   

Comparing initial & regenerated MCT scores 
Spearman correlation coefficient 

   

Comparing FME Results &Regenerated MCT Scores 
Fig. 3. Research methodology. 

 

A. Description of FME 

These exams consist of two distinct parts: a written test and 
a practical assignment. The written section comprises a series 
of questions designed to assess mastery of fundamental 
algorithmic concepts, data structures, and programming 
principles. The practical section consists of a task in which 
students design, implement, and test a computer program to 
solve a specific problem. 

B. Description of MCTs  

The MCTs adopted consist of 100 items each. Each item 
offered 4 possible choices, and trainees had to select a single 
answer from these four options. Correct answers were 
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awarded one point, while incorrect answers were not 
penalized. 

These tests underwent a rigorous validation process. From 
initial conception to completion, every step was planned and 
executed. Two qualified specialists in the field reviewed each 
question, assessing its relevance, clarity, and the quality of 
distractors. Their feedback was carefully considered, and 
adjustments were made to ensure the validity and reliability of 
the tests. 

C. AI Post-Item Analysis Tool for Educational 
Assessments 

The model used in this study integrates statistical 
techniques with Deep Learning (DL) to enhance the selection 
of effective test items based on their difficulty and 
discrimination indexes. Previously developed and rigorously 
tested, this model combines traditional statistical methods for 
item analysis with the computational power of Deep Learning 
(DL) algorithms. 

At its core, the model conducts comprehensive item 
analysis to assess each item’s difficulty level and 
discriminatory power based on candidates’ performance data. 
It employs advanced statistical techniques to compute 
difficulty indexes, which indicate the challenge level of items, 
and discrimination indexes, which gauge their effectiveness in 
distinguishing between high and low-performing candidates. 

Moreover, the model utilizes DL algorithms to regenerate 
candidates’ scores by systematically eliminating scores 
attributed to inappropriate items identified through the 
analysis. This post-analysis refinement ensures that 
assessment results accurately reflect candidates’ true abilities, 
enhancing the validity and reliability of the assessment 
process. 

In summary, the model represents an innovative approach 
that leverages both statistical methodologies and deep 
learning advancements to optimize item selection and score 
regeneration in educational and professional assessments 
[12]. 

Fig. 4 illustrates the AI Post item analysis tool for 
educational assessments which combines statistical methods 
to assess each item’s difficulty and discriminative power. It 
utilizes artificial neural networks to select the most suitable 
items based on these assessments. This model, previously 
validated and effective in item selection for evaluations, has 
been integrated into our research based on its proven success, 
this model has demonstrated its effectiveness in item selection 
for evaluations. These past successes have motivated its 
integration into this research.  

 

 
Fig. 4. AI item analysis & regenerating scores process. 

 

D. Student T-Test and Spearman Correlation Coefficient 

The student’s t-test is a statistical method used to determine 

whether the mean of one data group is significantly different 
from that of another. It calculates the p-value. In this study, 
the paired student’s t-test is suitable since the scores are 
small  [32], and comparing paired observations in the two sets 
of scores is necessary. 

Spearman’s correlation coefficient, also known as 
Spearman’s rank correlation coefficient, is a statistical 
measure used to assess the relationship between two variables 
by examining the correlation of their respective rankings 
rather than their raw values [33]. 

For this research: 
 A p-value less than 0.05 indicates a significant 

difference between the scores. 
 A Spearman correlation coefficient close to 1 indicates a 

perfect positive correlation. 
 A Spearman correlation coefficient close to 1 indicates 

a perfect negative correlation. 
 A Spearman correlation coefficient close to 0 indicates 

an absence of linear correlation between the variables. 
 Python, the most widely used and renowned 

programming language in data science, generates these 
values [34]. 

E. Data Collection 

For this study, the series of marks that were analyzed and 
regenerated are derived from tests and FME administered to 
computer science future teachers in the algorithmics and 
programming modules for the academic years 2021, 2022, 
and 2023.  

These tests and examinations assessed trainees’ 
understanding and skills regarding algorithmics and the C and 
Python programming languages.  

In total, the results of 72 trainees were considered, 
including 23 trainees for 2021, 26 for 2022, and 23 for 2023. 

IV. RESULTS 

A. Student’s T-Test: Comparative Analysis of Pre- and 
Post-Score Regeneration Series 

To evaluate the divergence between the series of scores 
assigned to trainees in the context of MCT before and after 
score regeneration, the paired Student’s t-test was used. 

Exploiting the Python programming language, the p-value 
parameter is calculated. Table 2 illustrates these parameters 
and the degree of disparity between the scores before and 
after their regeneration. 

 
Table 2. P-value between pre- and post-score regeneration series 

Academic Year P-value 
2021 0.037 
2022 0.012 
2023 0.016 

 

Based on the results presented in Table 1, the calculated 
p-value between the score series after and before score 
regeneration is less than 0.05 for all three years. This indicates 
a significant disparity between the two sets of scores. 

B. Box Plot: Visualization of Pre- and Post-Score 
Regeneration Series 

The subsequent phase involves evaluating the most reliable 
and homogeneous series. For this purpose, the use of box 
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plots has been opted. A comparison of the dispersion and the 
presence of outlier values between the two series was 
conducted by presenting the MCT score series before and 
after score regeneration. This visualization allows for a better 
understanding of each series’ consistency and distribution of 
performance. Figs. 5–7 present successively the pre- and 
post-score regeneration series box plots for the academic 
years 2021, 2022, and 2023. 

 

 
Fig. 5. Pre- and post-score regeneration series for the 2021 academic year. 

 

 
Fig. 6. Pre- and post-score regeneration series for the 2022 academic year. 

 

 
Fig. 7. Pre- and post-score regeneration series for the 2023 academic year. 

 

A significant difference was noted between the series 
representing the scores before and after regeneration, as 
supported by the results of the student’s t-test: the series of 
scores before regeneration has a higher median and longer 
whisker, while the series of scores after regeneration show a 
lower median and shorter whiskers. This comparison suggests 
that the series representing the scores after regeneration, 
given its lower dispersion, could offer greater stability in 
performance. This consistency is often requested in academic 
work. 

C. Spearman’s Coefficient Analysis: Correlation between 
FME Grades and Regenerated MCT Scores 

Using the Python programming language, a program was 
implemented to calculate the Spearman’s coefficient between 

the series of scores obtained by the trainees in the FME and 
the series resulting from the score regeneration conducted as 
part of the MCT analysis. This program produced the 
following results exposed in Table 3: 

 
Table 3. Spearman’s rank correlation coefficients 

Academic Year Spearman’s rank correlation coefficient 
2021 0.51 
2022 0.76 
2023 0.81 

 
The values 0.51, 0.76, and 0.81 for Spearman’s correlation 

coefficients indicate a moderate to strong correlation between 
the ranks of trainees in the two data series. This means that 
there is a tendency for the values in one series to increase or 
decrease consistently with the corresponding values in the 
other series. In other words, the trainee ranks in the two series 
are strongly correlated, but there may still be some dispersion 
in this correlation. 

Based on these results, the similarity in the ranking of 
trainees across both sets of scores suggests enhanced 
credibility in evaluating the MCT through the post-item 
analysis approach and score regeneration. 

V. DISCUSSION  

The objective of this study is to assess how the post-test 
analysis impacts the validity of MCTs. Our finding 
demonstrates that MCTs exhibit enhanced effectiveness when 
items are carefully selected and when the scores are 
regenerated, compared to initial scoring results. This 
underscores the significance of adopting systematic post-test 
analysis to improve the quality of MCTs-based assessments. 

Moreover, our study reveals a notable correlation between 
the learners’ ranking based on MCTs and their ranking on the 
FME. This correlation suggests that integrating score 
regeneration into MCT assessment could potentially optimize 
the candidate selection process for entrance examinations to 
graduate schools or recruitment competitions. The alignment 
between MCT outcomes and FME results further supports the 
efficacy of this approach in identifying candidates with the 
requisite competencies.  

In conclusion, the integration of post-test score 
regeneration enhances the validity of MCTs-based 
assessments, offering a promising avenue for refining 
selection processes in competitive academic and professional 
settings. 

VI. LIMITATIONS AND FUTURE WORK 

Although this study revealed significant results on the 
positive impact of item selection and score regeneration on 
the validity of MCTs, some limitations were identified. Firstly, 
concerning item selection, the study focused exclusively on 
discrimination and difficulty indexes to determine their 
relevance. Although these criteria are commonly used, other 
indices could also influence item quality. Another limitation 
of this study is the restricted sample size. Indeed, the limited 
number of participants may restrict the generalizability of the 
results obtained. Finally, it should be noted that this research 
was conducted within the framework of one discipline. 
Consequently, the results obtained may be specific to this 
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field of study and may not apply to other fields. Future 
research should aim to address additional potential sources of 
bias, such as variations in cultural backgrounds or educational 
experiences, which could further enhance the generalizability 
of findings across diverse populations. Moreover, exploring 
alternative indices for item quality assessment beyond 
discrimination and difficulty could provide a more 
comprehensive understanding of effective item selection 
methodologies. These enhancements would contribute to 
advancing the robustness and applicability of AI-driven 
assessment frameworks in various educational and 
professional settings. 

VII. CONCLUSION 

In conclusion, the study highlights the importance of score 
regeneration in the scoring process of MCTs to ensure the 
validity and reliability of the results. The results clearly show 
that incorporating the regeneration phase significantly 
improves the credibility of MCT-based assessments, 
providing a sound basis for educational decision-making. 

The practical implications of this research are wide-ranging, 
offering educators and educational decision-makers a 
valuable opportunity to improve their candidate selection 
practices. By adjusting their assessment methods to consider 
the results of this study, they will be able to ensure a more 
accurate and fair evaluation of candidates’ skills. 

In addition, the study contributes significantly to the 
assessment debate by highlighting the benefits of integrating 
score regeneration into the assessment process of MCTs. 
These results pave the way for further reflection and 
discussion on best practices in educational assessment, 
underlining the importance of continuing to explore and 
develop innovative approaches to improving the quality of 
educational assessments.  

In summary, although this study has made significant 
contributions to understanding the impact of score 
regeneration and item selection on the validity of MCTs, it is 
important to recognize its limitations, particularly concerning 
the methodology used, the sample size, and the specific 
disciplinary area studied. These limitations provide avenues 
for future research to deepen our understanding of these 
complex issues. 

Overall, the perspective of extending the experience of the 
proposal to other disciplines and forms of evaluation presents 
an exciting opportunity to enhance the quality and validity of 
these assessments. With continued research and development, 
this approach can potentially transform the field of education 
and provide more precise and meaningful information about 
students’ learning and performance. 
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