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Abstract—In this paper, a fuzzy cerebellar model articulation controller (FCMAC) model with learning ability is proposed for solving the time series prediction problem. An efficient learning algorithm, called symbiotic particle swarm optimization (SPSO), combined symbiotic evolution and modified particle swarm optimization for tuning parameters of the FCMAC. Simulation results show that the converging speed and root mean square error (RMS) of the proposed method has a better performance than those of other methods.
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I. INTRODUCTION

The cerebellar model articulation controller (CMAC) [1], developed by Albus, is a simple network architecture which provides the advantages of fast learning and a high convergence rate. The CMAC model has been successfully applied to various fields [2], [3].

Training of the parameters is the main problem in designing a CMAC model. Genetic algorithms (GAs), powerful tools based on biological mechanisms and natural selection theory [4], have received considerable attention regarding its potential as an optimization technique for complex problems and have been successfully applied in various areas [5]. A genetic algorithm (GA) is a parallel, global search technique that emulates operators. Because it simultaneously evaluates many points in the search space, it is more likely to converge toward the global solution. But the genetic algorithm has two main drawbacks. One is lack of the local search ability and the other is the premature convergence [6]. Therefore, in recent years, some researchers [6], [7] have proposed various improved-GAs to solve global optimization problems. In 1995, a new optimization algorithm, called particle swarm optimization (PSO) was developed by Kennedy and Eberhart [8]. The underlying motivation for the development of PSO algorithm is the social behavior of animals, such as bird flocking, fish schooling and swarm theory. The PSO has come to be widely used as a problem solving method in engineering and computer science. It is not only a recently invented high-performance optimizer that is very easy to understand and implement, but also requires less computational bookkeeping. But the PSO have one main drawback that convergence speed is too slow. Therefore, in this study, we proposed a symbiotic particle swarm optimization algorithm (SPSO) for solving the time series problems.

II. THE STRUCTURE OF FUZZY CEREBELLAR MODEL ARTICULATION CONTROLLER

In this paper, we propose a fuzzy CMAC (FCMAC) model. The FCMAC model [9], illustrated in Fig. 1, consists of the input space partition, association memory selection, and defuzzification. The FCMAC model is like the traditional CMAC model that approximates a nonlinear function $y=f(x)$ by using two primary mappings:

$$S : X \Rightarrow A$$

$$P : A \Rightarrow D$$

where $X$ is an $s$-dimensional input space, $A$ is a $N_L$-dimensional association space, and $D$ is a one-dimensional output space. These two mappings are realized by using fuzzy operations. The function $S(x)$ maps each point $x$ in the input space onto an association vector $\alpha=S(x)$ that has $N_L$ nonzero elements ($N_L< N_s$). Here, $\alpha=(\alpha_1, \alpha_2, \ldots, \alpha_{N_L})$, where $0 \leq \alpha_i \leq 1$ for all components in $\alpha$ is derived from the composition of the receptive field functions and sensory inputs. Different from the traditional CMAC model, several hypercubes are addressed by the input state $x$. The hypercube values are calculated by product operation through the strength of the receptive field functions for each input state.

In the FCMAC model, we use the Gaussian basis function as the receptive field function and the fuzzy weight function for learning. Some learned information is stored in the fuzzy weight vector. The one-dimensional Gaussian basis function can be given as follows:

$$\mu(x) = e^{-(x-m)/\sigma^2}$$

where $x$ represents the specific input state, $m$ represents the corresponding center, and $\sigma$ represents the corresponding variance.
Let us consider a $N_D$-dimensional problem. A Gaussian basis function with $N_D$ dimensions is given as follows:

$$\alpha_j = \prod_{i=1}^{N_D} e^{-((x_i - m_{ij})/\sigma_j)^2}$$

where $\Pi$ represents the product operation, $\alpha_j$ represents the $j$th element of the association memory selection vector, $x_i$ represents the input value of the $i$th dimension for a specific input state $x$, $m_{ij}$ represents the center of the receptive field functions, $\sigma_j$ represents the variance of the receptive field functions, and $N_D$ represents the number of the receptive field functions for each input state. The function $P(\alpha)$ computes a scalar output $y$ by projecting the association memory selection vector onto a vector of adjustable fuzzy weights.

Each fuzzy weight is considered to be one, as in this work, then the general expression for defuzzification is

$$y = \frac{\sum_{j=1}^{N_k} \alpha_j w^m_j v_j \xi_j}{\sum_{j=1}^{N_k} \alpha_j v_j \xi_j}$$

where $w^m_j$ is the mean value of the fuzzy weights and $N_k$ is the number of hypercube cells. The volume $v_j$ in this case is simply the area of the consequent weights, which are represented by Gaussian fuzzy sets. Therefore, $v_j = w^\sigma_j \sqrt{\pi}$, where $w^\sigma_j$ represents the variance of the fuzzy weights. If the weight $\xi_j$ is considered to be one, as in this work, then the actual output $y$ is derived as follows:

$$y = \frac{\sum_{j=1}^{N_k} \alpha_j w^m_j w^\sigma_j}{\sum_{j=1}^{N_k} \alpha_j w^\sigma_j}$$

This section describes the proposed evolutionary learning algorithm which is combine the symbiotic evolution and modified particle swarm optimization, called symbiotic particle swarm optimization (SPSO) algorithm. The notion of symbiotic evolution [10], [11] is similar to the implicit fitness sharing used in an immune system model. The authors evolve artificial antibodies to match or detect artificial antigens. Each antibody can only match a single antigen, and different antibodies are needed to protect effectively against various antigens. These antibodies consist in separating the population into subpopulations and changing the way fitness values are assigned by fitness sharing. An antibody is selected for replacement by randomly choosing a subset of the population and then selecting the member of that subset that is most similar to the new antibody. Therefore, summing the fitness values of all possible combinations of that antibody with other current antibodies and dividing the sum by the total number of combinations yields the fitness of an antibody.

The basic idea of symbiotic evolution is that an individual is used to represent a single fuzzy rule. A FCMAC model is formed when several individuals, which are randomly selected from a population, are combined. With the fitness assignment performed by symbiotic evolution, and with the local property of a fuzzy rule, symbiotic evolution and the FCMAC model design can complement each other. The structure of the proposed particles in the symbiotic evolution is shown in Fig. 2.

The learning process of the proposed SPSO includes the coding, initialization, fitness assignment and sub-particles update. The coding step is concerned with the membership functions and weights of a FCMAC model that represent particle for SPSO. The initialization step assigns the sub-particles values before the learning process begins. Then, the fitness value assignment gives a suitable value to each fuzzy rule during the learning process, the value higher the particles survive higher. Repeat until a given termination condition is met. The flowchart for parameter learning is shown in Fig. 3. The whole learning process is described step by step below.

A. Production Initial Swarm

The coding step is related with the membership functions and fuzzy rules of a FCMAC model that represent sub-particles suitable for symbiotic evolution. The initialization step must assign value before the evolution process begins. The initial value assigns by the randomly in the range [-1, 1] in each subgroup.

B. Fitness Value Assign Step

The fitness value of a rule (a sub-particle) is computed by summing up the fitness values of all the feasible combinations of that rule with all other randomly selected rules and then dividing the sum by the total number of combinations. The details for assigning the fitness value are described step by step as follows.

Step 1: Randomly select R fuzzy rules (sub-particle) from each subgroup for composing FCMAC model.

Step 2: Evaluate every FCMAC model that is generated from...
step 1 to obtain fitness value. The fitness value is designed according the follow formulation:

\[ F = \frac{1}{1 + \sqrt{\frac{1}{D} \sum_{d=1}^{D} (y_d - \bar{y}_d)^2}} \]  

(7)

where \( y_d \) represents the \( d \)th model output; \( \bar{y}_d \) represents the \( d \)th desired output, and \( D \) represents the number of input data.

Step 3: Divide the fitness value by \( R \) and accumulate the divided fitness value to the selected \( R \) rules with their fitness value records that were set to zero initially.

Step 4: Repeat the above steps until each rule (sub-particle) in each subgroup has been selected a sufficient number of times, and record the number of FCMAC models in which each sub-particle has participated.

Step 5: Divide the accumulated fitness value of each sub-particle by the number of times it has been selected.

In this paper, we proposed the new velocity update function to move up the performance, the velocity of the sub-antibody is redefined as the following equation:

\[ v_{i,j}(k+1) = \omega \cdot v_{i,j}(k) + \phi_1 \cdot \text{rand}() \cdot (L_{best} - x_{i,j}(k)) + \phi_2 \cdot \text{rand}() \cdot (C_{best} - x_{i,j}(k)) \]  

(8)

where \( \omega \), \( \phi_1 \), \( \phi_2 \) and \( \phi_3 \) are called the coefficient of inertia, cognitive, group and society study respectively. The \( C_{best} \) is changed according to rule. We hope that accelerate every sub-particle in a direction between the best self, the best of partial solution and the best of full solution so far.
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Fig. 3. Flowchart of the proposed SPSO designs method.

IV. PREDICTION OF CHAOTIC TIME SERIES

The Mackey-Glass chaotic time series \( x(t) \) was generated using the following delay differential equation:

\[ \frac{dx(t)}{dt} = \frac{0.2x(t-\tau)}{1+x^{10}(t-\tau)} - 0.1x(t) \]  

(9)

Crowder [12] extracted 1000 input-output data pairs \( \{x, y^d\} \) using four past values of \( x(t) \):

\[ [x(t-18), x(t-12), x(t-6), x(t); x(t+6)] \]  

(10)

where \( \tau=17 \) and \( \phi(x)=1.2 \). Four inputs to the FCMAC model, corresponded to these values of \( x(t) \), and one output was \( x(t+\Delta t) \), where \( \Delta t \) is a time interval into the future. The first 500 pairs (from \( x(1) \) to \( x(500) \)) were the training data set, while the remaining 500 pairs (from \( x(501) \) to \( x(1000) \)) were the testing data used to validate the proposed method. The parameter learning through SPSO method of the coefficient \( w \) was set to 0.3, the cognitive coefficient \( \phi_1 \) and the group coefficient \( \phi_2 \) were set to 1, and the society coefficient \( \phi_3 \) was set to 1.5. The swarm sizes were also set to 50. The above-mentioned parameters \( w \cdot \phi_1 \cdot \phi_2 \) and \( \phi_3 \), we are using the try-and-error methods to determine these parameter values.

In this example, we compared the performance of the
SPSO learning algorithm with other methods. Fig. 4 shows the learning curves of the three methods. Figures 5(a)-(c) illustrate the prediction outputs of the various models. The errors between the desired output and model output are shown in Fig. 6 (a)-(c). As shown in Fig. 5 and 6, the prediction abilities of the proposed SPSO method were better than those of the PSO and GA methods.

Fig. 4. Learning curves proposed SPSO, the PSO, and the GA methods.

Fig. 5. Prediction results of (a) the proposed SPSO method; (b) the PSO method; (c) the GA method.
This paper proposed a fuzzy cerebellar model articulation controller (FCMAC) with symbiotic particle swarm optimization (SPSO) for solving prediction problems. An efficient learning algorithm, called symbiotic particle swarm optimization (SPO), combined the symbiotic evolution and new velocity update function of the modified particle swarm optimization. The proposed learning algorithm can find the global optimal quickly and the good performance more efficiently. Experiment results demonstrated that the converging speed and RMS error of the proposed method is better than other methods.
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