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Abstract—Heart disease is the leading cause of death in the world over the past 10 years. Researchers have been using several data mining techniques to help health care professionals in the diagnosis of heart disease. K-Nearest-Neighbour (KNN) is one of the successful data mining techniques used in classification problems. However, it is less used in the diagnosis of heart disease patients. Recently, researchers are showing that combining different classifiers through voting is outperforming other single classifiers. This paper investigates applying KNN to help healthcare professionals in the diagnosis of heart disease. It also investigates if integrating voting with KNN can enhance its accuracy in the diagnosis of heart disease patients. The results show that applying KNN could achieve higher accuracy than neural network ensemble in the diagnosis of heart disease patients. The results also show that applying voting could not enhance the KNN accuracy in the diagnosis of heart disease.
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I. INTRODUCTION

Heart disease is the leading cause of death in the world over the past 10 years. The World Health Organization reported that heart disease is the first leading cause of death in high and low income countries [1]. The European Public Health Alliance reported that heart attacks and other circulatory diseases account for 41% of all deaths [2]. The Economic and Social Commission of Asia and the Pacific reported that in one fifth of Asian countries, most lives are lost to non-communicable diseases such as cardiovascular, cancers, and diabetes diseases [3]. The Australian Bureau of Statistics reported that heart and circulatory system diseases are the first leading cause of death in Australia, causing 33.7% all deaths [4].

Motivated by the world-wide increasing mortality of heart disease patients each year and the availability of huge amount of patients’ data that could be used to extract useful knowledge, researchers have been using data mining techniques to help health care professionals in the diagnosis of heart disease [5]-[6]. Data mining is an essential step in knowledge discovery. It is the exploration of large datasets to extract hidden and previously unknown patterns, relationships and knowledge that are difficult to be detected with traditional statistical methods [7]-[11]. The application of data mining is rapidly spreading in a wide range of sectors such as analysis of organic compounds, financial forecasting, healthcare and weather forecasting [12].

Data mining in healthcare is an emerging field of high importance for providing prognosis and a deeper understanding of medical data. Healthcare data mining attempts to solve real world health problems in diagnosis and treatment of diseases [13]. Researchers are using data mining techniques in the medical diagnosis of several diseases such as diabetes [14], stroke [15], cancer [16], and heart disease [17]. Several data mining techniques are used in the diagnosis of heart disease showing different levels of accuracy.

K-Nearest-Neighbour (KNN) is one of the most widely used data mining techniques in pattern recognition and classification problems [18]. Recently Paris et al. examined single classifiers and combining different classifiers through voting and showed that voting outperformed other single classifiers [19]. This paper investigates applying KNN in the diagnosis of heart disease on the benchmark dataset to allow comparisons with other data mining techniques used on the same dataset. It also investigates if integrating voting with KNN can enhance its accuracy in the diagnosis of heart disease patients. The rest of the paper is divided as follows: the background section investigates applying data mining techniques in the diagnosis of heart disease, the methodology section explains KNN and integrating voting with it in diagnosing heart disease patients, the heart disease data section explains the data used, the results section presents the KNN and voting results, followed by the summary section.

II. BACKGROUND

Healthcare professionals store significant amounts of patients’ data that could be used to extract useful knowledge. Researchers have been investigating the use of statistical analysis and data mining techniques to help healthcare professionals in the diagnosis of heart disease. Statistical analysis has identified the risk factors associated with heart disease to be age, blood pressure, smoking habit [20], total cholesterol [21], diabetes [22], hypertension, family history of heart disease [23], obesity, and lack of physical activity [24]. Knowledge of the risk factors associated with heart disease helps health care professionals to identify patients at high risk of having heart disease.

Researchers have been applying different data mining techniques such as decision tree, naïve bayes, neural network, bagging, kernel density, and support vector machine over different heart disease datasets to help health care professionals in the diagnosis of heart disease [17], [25]-[30].
The results of the different data mining research cannot be compared because they have used different datasets. However, over time a benchmark data set has arisen in the literature: the Cleveland Heart Disease Dataset (CHDD). Results of trials on this dataset do allow comparison. Table 1 shows a sample of data mining techniques used on CHDD in the diagnosis of heart disease patients showing different levels of accuracy that ranged between 81% and 89%. Polat, Sahan et al., used the KNN as a pre-processing step to weight attributes before applying artificial immune recognition system but did not use KNN as a classification technique [31].

### Table I. A Sample of Data Mining Techniques Used on the Cleveland Heart Disease Dataset

<table>
<thead>
<tr>
<th>Author/Year</th>
<th>Technique</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cheung 2001)</td>
<td>Decision Tree</td>
<td>81.11%</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>81.48%</td>
</tr>
<tr>
<td>(Polat, Sahan et al. 2007)</td>
<td>Fuzzy-AIRS–K-Nearest Neighbour</td>
<td>87.00%</td>
</tr>
<tr>
<td>(Tu, Shin et al. 2009)</td>
<td>Bagging algorithm</td>
<td>81.41%</td>
</tr>
<tr>
<td>(Das, Turkoglu et al. 2009)</td>
<td>Neural network ensembles</td>
<td>89.01%</td>
</tr>
<tr>
<td>(Shouman, et al 2011)</td>
<td>Nine voting equal frequency discretization gain ratio decision tree</td>
<td>84.10%</td>
</tr>
</tbody>
</table>

K-Nearest-Neighbour is one of the most widely used data mining techniques in classification problems [18]. Its simplicity and relatively high convergence speed make it a popular choice. However, a main disadvantage of KNN classifiers is the large memory requirement needed to store the whole sample. When the sample is large, response time on a sequential computer is also large [33]. Despite the memory requirement issue, it is showing good performance in classification problems of various datasets [34].

Recently, researchers are suggesting that applying voting can outperform other single classifiers [19]. Dividing the training data into smaller subsets and building a model for each subset then applying voting to classify testing data can enhance the classifier’s performance [35]. Recently, we conducted research on applying Decision Tree and investigated if integrating voting with it can enhance its accuracy in the diagnosis heart disease patients. The results showed that integrating voting with Decision Tree could enhance its accuracy in the diagnosis of heart disease patients. This paper investigates applying KNN to help healthcare professionals in the diagnosis of heart disease. It also investigates if integrating voting with KNN can enhance its accuracy in the diagnosis of heart disease patients.

### III. Methodology

The methodology section discusses the voting technique and KNN used in the diagnosis of heart disease patients. This dataset do allow comparison. Table 1 shows a sample of data mining techniques used on CHDD in the diagnosis of heart disease patients showing different levels of accuracy that ranged between 81% and 89%. Polat, Sahan et al., used the KNN as a pre-processing step to weight attributes before applying artificial immune recognition system but did not use KNN as a classification technique [31].

#### A. Voting

Voting is an aggregation technique used to combine decisions of multiple classifiers. The idea of applying multiple classifier voting is dividing the training data into smaller equal subsets of data and building a classifier for each subset of data [36]. The simplest form of voting is based on plurality or majority voting, each single classifier contributes a single vote. The final decision is based on the majority of the votes; i.e., the class with the most votes is the final prediction. The final decision is selected by summing up all votes and by choosing the class with the highest aggregate [37]. The number of voting divisions used in this paper ranged between three and eleven subsets.

#### B. K-Nearest-Neighbour (KNN)

KNN is one of the most simple and straightforward data mining techniques. It is called Memory-Based Classification as the training examples need to be in the memory at run-time [33].

When dealing with continuous attributes the difference between the attributes is calculated using the Euclidean distance. If the first instance is \(a_1, a_2, a_3, \ldots, a_n\) and the second instance is \(b_1, b_2, b_3, \ldots, b_n\), the distance between them is calculated by the following formula:

\[
\sqrt{(a_1 - b_1)^2 + (a_2 - b_2)^2 + \cdots + (a_n - b_n)^2}
\]

A major problem when dealing with the Euclidean distance formula is that the large values frequency swamps the smaller ones. For example, in heart disease records the cholesterol measure ranges between 100 and 190 while the age measure ranges between 40 and 80. So the influence of the cholesterol measure will be higher than the age. To overcome this problem the continuous attributes are normalized so that they have the same influence on the distance measure between instances.

KNN usually deals with continuous attributes however it can also deal with discrete attributes. When dealing with discrete attributes if the attribute values for the two instances \(a_1, b_2\) are different so the difference between them is equal to one otherwise it is equal to zero.

#### C. 10 Fold Cross Validation

To evaluate the performance stability of the proposed model the data is divided into training and testing data with 10-fold cross validation. The sensitivity, specificity, and accuracy are calculated. The sensitivity is proportion of positive instances that are correctly classified as positive (e.g. the proportion of sick people that are classified as sick). The specificity is the proportion of negative instances that are correctly classified as negative (e.g. the proportion of healthy people that are classified as healthy). The accuracy is the proportion of instances that are correctly classified [38].

#### D. Heart Disease Data

The data used in this study is the benchmark Cleveland Clinic Foundation Heart disease data set available at [http://archive.ics.uci.edu/ml/datasets/Heart+Disease](http://archive.ics.uci.edu/ml/datasets/Heart+Disease). The data set has 76 raw attributes. However, all of the published experiments only refer to 13 of them. The data set contains...
303 rows of which 297 are complete. Six rows contain missing values and they are removed from the experiment.

IV. RESULTS

Table II shows the sensitivity, specificity, and accuracy results of KNN without voting in the diagnosis of heart disease patients. The value of K ranged between one and thirteen. The accuracy achieved without voting KNN ranged between 94% and 97.4% with different values of K. The value of K equal to 7 achieved the highest accuracy and specificity (97.4% and 99% respectively).

Apply voting to K-nearest-neighbour did not show any enhancement in the sensitivity, specificity, and accuracy with different values of K. Table 3 shows the results of applying different numbers of subsets voting to KNN at K=7. When applying the voting, the accuracy decreased from 97.4% to 92.7%. Although applying voting to decision tree increased decision tree accuracy, applying voting to KNN did not show any enhancement to its accuracy in diagnosis of heart disease patients as shown in Fig. 1.

<table>
<thead>
<tr>
<th>TABLE II: WITHOUT VOTING K-NEAREST NEIGHBOUR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>K=1</td>
</tr>
<tr>
<td>K=3</td>
</tr>
<tr>
<td>K=5</td>
</tr>
<tr>
<td>K=7</td>
</tr>
<tr>
<td>K=9</td>
</tr>
<tr>
<td>K=11</td>
</tr>
<tr>
<td>K=13</td>
</tr>
</tbody>
</table>

TABLE III: VOTING K=7 NEAREST NEIGHBOUR

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 votes</td>
<td>89.8%</td>
<td>96.2%</td>
<td>95%</td>
</tr>
<tr>
<td>5 votes</td>
<td>89.5%</td>
<td>98.7%</td>
<td>95.7%</td>
</tr>
<tr>
<td>7 votes</td>
<td>91.9%</td>
<td>97.3%</td>
<td>95%</td>
</tr>
<tr>
<td>9 votes</td>
<td>83.5%</td>
<td>99%</td>
<td>93%</td>
</tr>
<tr>
<td>11 votes</td>
<td>84%</td>
<td>99%</td>
<td>92.7%</td>
</tr>
</tbody>
</table>

So, why does applying voting enhance decision tree accuracy but not enhance KNN accuracy? When applying voting to decision tree, a different decision rules are extracted from each subset, which helps in extracting new knowledge that could increase the decision tree accuracy. In the case of KNN, the distance between the testing instance and different datasets is measured. However, there is no new knowledge extracted, just the distance is measured. Furthermore, partitioning the dataset to develop different classifiers reduces the range across which the nearest neighbour calculations can reach, potentially reducing the refinement offered from calculations in each partition.

When comparing KNN in the diagnosis of heart disease with other data mining techniques used on the same benchmark dataset, the KNN achieved higher accuracy (97.4%) than the highest other published results on the same dataset, which used a neural network ensemble (89.01%) [17].

V. SUMMARY

Heart disease is the leading cause of death all over the world in the past ten years. Motivated by the world-wide increasing mortality of heart disease patients each year and the availability of huge amount of patients’ data that could be used to extract useful knowledge, researchers have been using data mining techniques to help health care professionals in the diagnosis of heart disease. In this paper we report research that applied KNN on a benchmark dataset to investigate its efficiency in the diagnosis of heart disease. We also investigated if integrating voting with KNN could enhance its accuracy even further. Our results show that applying KNN achieved an accuracy of 97.4% which is higher than any other published findings on that benchmark dataset. The results also show that applying voting could not enhance the KNN accuracy in the diagnosis of heart disease. Of course, while KNN has produced excellent results, the work needs to be verified against other and larger datasets; work which is ongoing.
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